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Abstract: Handwriting recognition encompasses the
conversion of hand-written text images into digital text, where
input images yield predicted textual output. Optical Character
Recognition (OCR) technology has conventionally fulfilled this
role. With surging mobile phone usage, leveraging text
detection via mobile cameras gains significance in fields like
medical script processing and exam evaluation. To enhance
image quality, noise reduction techniques like binarization and
thresholding are applied. Image processing entails letter
segmentation and extraction. In this paper, we propose a
neural network classifier model amalgamating Convolution
Neural Networks (CNNs) and Long Short-Term Memory
(LSTM) networks. Leveraging an existing feature dataset, the
model is trained. Input images are evaluated through the
neural network, yielding recognized words in a text document
format. Ultimately, the predicted output is derived via
Connectionist Temporal Classification (CTC)- based loss
computation.
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Techniques, Optical Character Recognition.
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I. INTRODUCTION

Handwriting recognition is a valuable technique used to
convert handwritten text, captured as images from mobile
phones, into machine-readable text. While Optical Character
Recognition (OCR) scanners are typically employed for this
purpose, the prevalence of mobile phones has expanded the
scope of text detection from mobile cameras [1]. This has led
to numerous practical applications, including medical script
processing and exam script evaluation. However, mobile
camera images tend to be noisier compared to OCR-scanned
images. To mitigate this image processing techniques like
binarization and thresholding are applied for noise reduction.
Subsequently, the handwritten characters are segmented and
isolated from the image. Features, such as binary codes, are
extracted from these characters [2]. To classify these
characters, a neural network classifier, often built on a Long
Short-Term Memory (LSTM) network, is trained using a
character dataset. This neural network is then utilized to
analyze input images and produce a text document
containing the recognized words [3]. Given that input
sources are image-based, noise levels are typically higher
than those found in systems using scanned images.

Consequently, noise reduction methods, such as low-
intensity pixel removal, are employed to enhance the
efficiency of the process [4].

A. Recurrent neural networks (RNN)

Recurrent neural networks (RNNs) belong to a category
of artificial neural networks specifically designed for
handling sequential data, making them well-suited for tasks
that rely on memory and sequential dependencies. They find
extensive applications in various domains such as speech
recognition, language translation, natural language
processing (NLP), and more. RNNs are categorized as
supervised learning algorithms [5].

In the architecture of an RNN, a crucial feature is its
ability to preserve memory. This is achieved by feeding the
output of the current time step back into the network as input
for the subsequent time step. This iterative process can be
repeated as needed, making it adaptable to problems of
varying complexity. Once the output for the final time step is
computed, it is compared to the actual target output. Any
discrepancies, or errors, between the predicted and actual
values are then propagated backward through the network.
This back-propagation process is instrumental in training the
RNN, enabling it to learn and improve its performance over
time [6].

B. Convolutional Neural Networks (CNN)
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Figure 1. Convolutional Neural Network Framework

The proposed design is as follows, the input image is
taken as a 2x2 block at once and given as an input to the first
LSTM and convolution layer where the activation functions
used are tanh. Finally, before the output is predicted a soft
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max activation function is applied [7]. Convolutional neural
networks are a class of artificial neural networks utilized
primarily for pixel processing and image recognition. The
architecture consists of three layers, firstly a convolutional
layer followed by a pooling layer, and finally a Fully
Connected (FC) layer, with increasing complexity [8]. The
convolutional layer serves as the fundamental building block
within a Convolutional Neural Network (CNN), responsible
for the bulk of data processing and calculations. Depending
on the complexity of the task at hand, multiple convolutional
layers can be stacked on top of one another. In this layer, a
pivotal operation known as convolution takes place. Here, a
kernel or filter traverses the receptive field of the input
image, systematically inspecting for the presence of features.
Through multiple iterations, the kernel traverses the entire
image, calculating the dot product between the input pixels
and the filter during each pass. The cumulative result of
these dot products yields a feature map or convolved feature,
which encapsulates important spatial information [8].
Importantly, the image is transformed into numerical values
within this layer, enabling the CNN to interpret the image
and discern relevant patterns. Following the convolutional
layers, the pooling layer comes into play, facilitating
dimensionality reduction. While this process trims down
data, it comes at the cost of some loss of information. The
pooling layer can perform two distinct types of pooling,
namely max pooling and average pooling [9]. The final piece
of the puzzle resides in the Fully Connected (FC) layer,
where image classification takes center stage based on the
features extracted in the preceding layers. The term “fully
connected” implies that every input or node from one layer
is linked to each activation unit or node in the subsequent
layer. However, it’s worth noting that not all layers within a
CNN are fully connected. This strategic design choice helps
prevent the network from becoming unnecessarily dense,
reducing potential losses, maintaining output quality, and
ensuring computational efficiency [10].

II. METHODOLOGY

The handwriting recognition model proposed in this paper
takes input in the form of an image and then converts it into
digital text. This model consists of a CNN-LSTM
architecture. The loss used in the end is the CTC
(Connectionist Temporal Classification) loss [11].

Importing Data and Dependencies We import the data
using the Pandas Data frame. The data needed is only the
images of the words and the word.txt file. We then place the
downloaded files inside the data directory [12].

Data Pre-processing and preparing the images for training
the input images are initially loaded in grayscale format and
then undergo a series of transformations. First, they are
reshaped to adhere to a standardized size with a width of 128

pixels and a height of 32 pixels. If the original image
dimensions exceed these specifications (i.e., the width is
greater than 128 or the height is greater than 32), cropping is
applied to adjust the image to the required size while
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retaining the most significant content. On the other hand,
iftheoriginalimagedimensionsaresmallerthan128pixelsinwidt
hor32pixels in height, the image is padded with white pixels
to reach the prescribed dimensions. Following these
adjustments, the image is rotated in a clockwise direction to
achieve the desired shape, typically specified as (X, y).
Lastly, to facilitate consistent processing, the image is
normalized, scaling its pixel values to fall within the range of
[0, 1]. This normalization simplifies subsequent
computations and ensures uniformity across all input images
[13].
A.Label Encoding for CTC Loss

The primary objective function employed for minimizing
the loss is the Connectionist Temporal Categorical loss
function, commonly referred to as CTC. In contrast to other
loss functions that optimize a single objective, the CTC loss
uniquely addresses a dual optimization task. It is specifically
designed to optimize not only the accurate prediction of class
labels within a sequence but also the optimal alignment and
length of the predicted sequence. This dual optimization is
particularly advantageous when dealing with input images of
varying nature [14]. To facilitate the training process, the
image labels in the data set need to be converted into
numerical representations that correspond to each character
found in the training set. The character set, often referred to
as the “Alphabet,” encompasses the letters A to Z and
includes three special characters: hyphen (’-’), apostrophe
(), and space. This transformation is essential for enabling
the network to learn and make predictions effectively during
training and inference [15].

B.Model Building

In our architectural design, tailored for input images with
dimensions of 32 pixels, 32 pixels in height, and 128 pixels
in width, we’ve in incorporated a sequence of seven
convolutional layers. Among these, six employ a kernel size
of (3,3), while the final one employs a kernel size of (2,2).
We progressively increase the number of filters in a layer-
by-layer fashion, ranging from 64 to 512 filters. To capture
and distill relevant features, we intersperse max-pooling
layers with a size of (2,2). Additionally, we introduce two
max-pooling layers with a size of (2,1) to focus on extracting
features with larger widths, which is particularly
advantageous for accurately predicting long text sequences
[16]. To expedite the training process and enhance stability,
we incorporate batch normalization layers after the
completion of the fifth and sixth convolutional layers. To
ensure seamless compatibility with the subsequent LSTM
layer, we employ a lambda function to preprocess the output
from the convolutional layers. Following this, our network
utilizes two Bidirectional LSTM layers, each comprising 128
units. These RNN layers yield an output with dimensions
(batch size,31,79), where 79 represents the total number of
output classes, encompassing both characters and blank
spaces [17].
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TABLEL.
MODEL DESCRIPTION

Layer(type) Output shape | Param
inputl(Input Layer) (None,32,128,1) |0
conv2d(Conv2D) (None,32,128,64) 640
imaxpooling2d (None,16,64,64) 0
conv2d1(Conv2D) (None,16,64,128) (73856
Max pooling(None,8,32,128) (0
2d1(MaxPooling2D)
conv2d2(Conv2D) (None,8,32,256) [295168
conv2d3(Conv2D (None,8,32,256) 590080
Max pooling(None,4,32,256) (0
2d2(MaxPooling2D)
conv2d4(Conv2D) (None,4,32,512) |1180160
batch normalization (None,4,32,512) 2048
conv2d5(Conv2D) (None,4,32,512) 2359808
batch normalization] (None,4,32,512) 2048
Max pooling(None,2,32,512) [0
2d3(MaxPooling2D)
conv2d6(Conv2D) (None,1,31,512) |1049088
Lambda (Lambda) (None,31,512) 0
Bidirectional (Bidirectional) |(None,31,512) 1574912
bidirectionall(Bidirectional) |(None,31,512) 1574912
Dense (Dense) (None,31,79) 40527

Defining Loss Function

L(#) = ..: E\' LU 0), 4:)

e [ (6) represents the loss function.

e N represents the total number of samples.

e f{xi;0) represents the model prediction for the ith
sample with parameters 0.

e y; represents the true label for the 7/ th sample.

e [ represents the loss function applied to the
predicted value and the true label.

In this step we use the Connectionist Temporal
Categorical CTC Loss function which calculates the loss
between a continuous series and a target sequence. Here we
use the CTC loss function over other loss functions as the
CTC loss can optimize the length of the sequence that is
predicted as well as the classes of the predicted sequence
[18].

C. Training Model

Here we use batch size 5 and run 25 epochs. We use the
Stochastic Gradient Descent (SGD) optimizer which
iteratively optimizes an objective function with appropriate
smoothness properties. We use the SGD optimizer as it
reduces excessive computational burden thereby achieving
faster iterations for a lower convergence rate.

D. Decoding Outputs from Prediction

Performance evaluation is conducted using the Levante
in distance metric. To assess the quality of recognition, we
employ the Jaro-Winkler algorithm, which gauges the
similarity between the text captured by our system and the
ground truth or actual text. This algorithm is instrumental in
quantifying the accuracy of our text recognition process.
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This is also allowing us to get a quantitative understanding
of how good our model is.

E. Architecture
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Figure 2. System Architecture

The system architecture represents the underlying
architecture of the neural network used to represent images.
First, the image (after preprocessing into 128x32) is passed
into the 7 CNN layers where the feature extraction and
transformation take place. After this step the 2 RNN or
LSTM layers are used to predict the text from the images.
The CTC decode is the method used to predict the text
whereas the CTC Loss is the method used to calculate the
loss of the predicted text. The technology used for the
construction of this project is a combination of neural
networks. First, we encounter convolutional neural networks
(7 layers) which are used to process the input image. They
change the dimensionality of the image while retaining the
data to be able to pass this input to the next layer. Next, we
use two bi-directional LSTM networks where the text on the
image is recognized. Finally, the transcription layer
translates the per-frame predictions into the final label
sequence. For calculating the loss, we are using the CT
Closes function which is very apt for handwriting
recognition as it calculates the loss based on character scores
[8].

II1. RESULTS

The final model can identify English words with an

accuracy of up to 63.1
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As shown in the screenshot, our model can predict words
and symbols. The word “that” is predicted as that, and
“want” is predicted as wst - this inaccuracy can be attributed
to the fact that “a” and “n” in the image are very closely
written and the model is unable to distinguish the letter as it
is not provided with any context, “in” is predicted a sin, and
the “,” symbol is predicted as, Learning curves plot the loss
of training and validation of a sample of training examples
by adding new training examples incrementally. Learning
curves help us determine whether adding more training
examples would improve the validation score (score on
unseen data). If the model is overfitting, adding more
training examples can improve the model’s performance on
unseen data. Similarly, if the model is undersized, adding
training examples will not help. The first learning curve is
the loss graph that is plotted along each epoch or cycle for
both the training and validation data. It is observed that as
the epoch increases, over time the loss decreases. This Cond.
learning curve is the accuracy graph that is plotted along
each epoch or cycle for both the training and validation data.
It is observed that as the epoch increases, over time the
accuracy increases and eventually flattens out. So, in our
model with each epoch, the loss decreases and accuracy
increases.
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Figure 4. Loss and Accuracy Graphs

IV. CONCLUSION

The current model demonstrates proficient prediction
capabilities for words, numbers, and symbols. However, the
potential for enhancing its capabilities lies in the
incorporation of line segmentation. By integrating line
segmentation, the model can be expanded to encompass
complete paragraph text recognition. This advancement
opens doors to achieving efficient recognition of handwriting
across various languages, transcending the confines of
English. Modifying and extending the existing
CRNN+LSTM+CTC architecture serves as the foundation
for creating a versatile system capable of both segmenting
and recognizing handwritten text, thereby facilitating its
widespread applicability.
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