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Abstract: In this paper, we present a comprehensive analysis 
of the application of various machine learning models to the 
task of plant leaf identification. A Weiner filter is applied for 
noise reduction in the data, and morphological operations are 
utilized for feature extraction. Subsequently, evaluated the 
performance of eight different classification models: Quadratic 
Discriminant Analysis (QDA), Extra Trees Classifier, Random 
Forest Classifier, Linear Discriminant Analysis, SGD 
Classifier, Bagging Classifier, Perceptron, and AdaBoost 
Classifier. These models are assessed in terms of their 
accuracy, balanced accuracy, ROC AUC, F1 Score, and time 
taken for predictions. The results reveal that QDA emerges as 
the top-performing model, achieving remarkable accuracy and 
balanced accuracy of 93%, along with an F1 Score of 93%. 
Extra Trees Classifier and Linear Discriminant Analysis also 
exhibit strong performance with high accuracy and balanced 
accuracy scores. The SGD Classifier, Bagging Classifier, and 
Perceptron yield competitive results as well. However, the 
AdaBoost Classifier falls short in terms of accuracy and F1 
Score, indicating challenges in plant leaf identification. The 
Random Forest Classifier, while achieving an accuracy of 87%, 
shows slightly lower balanced accuracy and F1 Score. 

 
Index Terms- Plant leaf identification, Wiener Filter, Extra 

Trees classifier, Bagging classifier, Balanced accuracy. 

In addition to humans, plants are also important for other 
living creatures. They play a significant role in maintaining 
the world's climate and biodiversity. They can transform the 
light energy that comes from the sun into food for humans 
and other living things [1]. Unlike plants, animals cannot 
produce their own food. They rely on vegetation to supply 
them with the energy they need to survive. Plants also 
provide all the oxygen that organisms need. More coal and 
gas used by humans are extracted from the plants that lived 
hundreds of years ago. Unfortunately, people are destroying 
these natural environments, which will lead to the 
emergence of different plant types and the yearly death of 

Various effects of ecological disasters can also be seen in 
the form of land flooding, desertion, and weather anomalies 
[3]. These can result in lower survival rates for people and 
their habitat. 

The field of machine learning and computer vision has 
gained more attention in the recognition of plants. There 
have been numerous studies on how to classify different 
kinds of plants. Before the invention of  digital cameras and 
computer systems, people had to thoroughly study the 
classification of medical plants [4]. 

In the past, the lack of experience when it comes to the 
classification of plants has led to fatal errors, which have 
increased the mortality rate of patients [5]. Using artificial 
intelligence, machine vision, and digital videos, it has been 
shown that the classification of plants has improved 
significantly. This has motivated computer scientists and 
botanists to improve the systems used for plant 
classification. Computer vision and image processing are 
still being studied in various areas since they have numerous 
practical applications [6]. 

The plant leaves are regarded as essential features when it 
comes to performing the classification process. These 
provide computer models with valuable information about 
the plant. Furthermore, the textures found on the leaves are 
also known to play a vital role in determining the 
classification of the plant. 

Due to the increasing importance of plants, various 
measures have been implemented to safeguard their 
resources. Understanding the characteristics of plants is very 
important to protect their populations. 

Most of the time, the non-professional scientists are 
focused on performing plant classification [7]. This process 
involves identifying the various types of plants. There are 
around 4 lakhs plant types. These are given with names and 
recognized by experts. 

The field of plant classification is regarded as the most 
demanding part of the biological and the agriculture 
industry. It involves identifying new plant species and 
developing a computerized system for their administration. 
There are also various requirements that are needed to 
perform the classification process for the benefit of 
agriculturists. 

Plant recognition is a process that involves identifying all 
the plants and performing a plunging arrangement based on 
their similarities. This is beneficial for various applications, 
such as environmental protection and education. 

There are various challenges that occur while performing 
the plant classification process. To overcome these issues, 
researchers use a sample image of the plant leaf to help them 
identify the plant category. This method also eliminates the 
need for the plant to be identified using the whole body. The 
goal of this paper is to use leaf recognition to automatically 
identify plants. 

A new technique [8] for classification of plant leaves 
based on their various invariants. The seven new invariants 
were developed using an area-oriented approach. The other 

II.  LITERATURE SURVEY  

I.  INTRODUCTION   

plants [2]. 
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six were performed using a newer one based on the 
Geometric distribution of the first two Hu moment 
invariants. 

Authors [9] developed small-scale disease clusters on 
plant leaves to detect the early signs of plant diseases using 
ANN. They used a contrast enhancement method before 
implementing the model. Later, they categorized the 
collected data into the various features of the model. The 
researchers then used a wrapper-based approach to select the 
best features of the model. The ANN was able to classify the 
collected data into two categories: normal and abnormal. It 
was developed on low-end smartphones for farmers. 

The researchers [10] developed a diagnosis system that 
allows a computer-aided study of the various leaves of 
medicinal plants. It was able to classify the performance of 
different types of plants by distinguishing their texture 
features. The system was then used to extract the necessary 
features for five classes of leaves. 

In 2008, authors [11] proposed a variety of classification 
models that were made using LBP operator and filters, 
including global and local features. The local attributes of 
the images were then obtained using LBP. They [12] 
presented a method that allows the identification of plant 
species using the images of occluded leaves and a dataset of 
complete leaves. They then used the b-spline curve as a 2D 
point representation of the data. 

Yang [13] presented a novel method of identifying plant 
leaves by incorporating the shape and texture characteristics. 
The plant leaf classification framework utilized the MTD 
technique to study the plant leaves' shape information, and 
the LBP-HF extraction procedure was used to extract the 
texture feature. Weighted distance was used to calculate the 
texture and shape attributes of the images of the plant 
leaves. The chi-square and L1 distances were then utilized to 
determine these features. 

Authors [14] introduced a new model for plant 
identification. It was divided into three phases: image 
gathering, pre-processing, and feature extraction. The latter 
stage involved removing the irregularities, noise, and 
irregularities from the collected images. A high-resolution 
camera was utilized for capturing the images, and various 
morphological constraints were then extracted from the data. 

III.  METHODOLOGY 

A plant's identification can be performed automatically 
using a computer to learn how to identify the leaves. This 
method can also be used to determine the species of the 
plant. The efficiency of different plant identification 
techniques has been compared with that of molecular 
biology and cell biology. The flexibility and robustness of 
photographic sampling leaves can be attributed to the use of 
digital cameras. The general steps in identifying plant leaves 
are shown in Figure 1. 

A.  Dataset 
The classification model uses the data collected from the 

D-leaf dataset. The D-leaf database [15] contains data 
samples taken from different kinds of tropical plants. It has a 
collection of over 30 leaf images from each of the 43 
species. Figure 3.3 shows the database's sample images. 

 

 
 

Figure 1. Block diagram of proposed method 

 

 
Figure 2. sample images of D-leaf dataset 

B.  Pre-Processing 
The technique known as Wiener filtering [16] considers 

the image's original characteristics and the noise's statistical 
model. It can reduce the noise by estimating its original 
source. 

C.  Feature extraction  
The characteristics of an object or plant that are related to 

its size, shape, and structure are referred to as morphological 
features [17]. They are often extracted from images of a 
plant. 

 
� Counting the number of pixels in the leaf's 

boundary can determine its total area. 
� A leaf's perimeter or outline is the length of its 

boundary. 
� The aspect ratio of a leaf's major and minor axes is 

shown by comparing their length to the length of its 
bounding ellipse. 

� The circularity of a leaf is computed by comparing 
its area to that of a circle with a similar perimeter. 

� Commonly used to refer to the inverse of 
circularity, the roundness quotient is calculated as 
1/circle. 

� The elongation or length of a leaf is determined by 
comparing its major and minor axis lengths. 

� The convex hull area is the area of the smallest 
polygon that can enclose a leaf. 
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� The solidity of a leaf is determined by comparing 
its area to the convex hull's area. 

� The Feret's diameter is the maximum distance 
between a leaf's boundary points. 

� The number of linked components in a leaf's image 
can be identified by the Euler Number, a 
topological feature. It can be utilized to 
differentiate complex and simple leaf shapes. 

� A leaf skeletonization algorithm can be used to 
extract the central axis of a leaf. This process is 
useful in determining the leaf's branching patterns. 

� The spread or compactness of a leaf is calculated 
by comparing its area to its perimeter. 

� The leaf's curvature can be measured at various 
points along its curved surface to get a better 
understanding of its shape's complexity. 

� The symmetry of a leaf can be studied to gain a 
deeper understanding of its bilateral symmetry, a 
characteristic present in numerous plant species. 

� A leaf's aspect ratio is determined by comparing its 
width to the height of its smallest boundary. 

� The different textures exhibited by a leaf, such as 
contrast, energy, and entropy, can provide data on 
its overall structure and appearance. 

D.  Classifiers 
A machine learning classifier is a fundamental component 

of supervised learning [18]. It helps predict and make 
decisions based on the input data. These models or 
algorithms are trained to categorize the data into predefined 
classes or categories according to the features and patterns 
they learn. 

 
(i) Extra Tree Classifier: The goal of the Extra Trees 

Classifier is to provide a more random and robust decision 
tree structure. It includes features such as random selection 
and feature splitting. This type of classifier can help improve 
the robustness and generalization of various data types [19]. 

(ii) Logistic Regression: This algorithm is a linear 
classification method that predicts the likelihood of a given 
outcome based on the logistic function. This is generally 
applicable to problems where the link between outcomes 
and features is linear [20]. 

(iii) Linear Discriminant Analysis: A linear 
discriminant analysis is a type of classification that seeks to 
find features that are most likely to separate groups. It is 
related to PCA and is useful in extracting features and 
reducing dimensionality [21]. 
   (iv) SGD Classifier: The SGD classifier is a type of linear 
classification that's trained using the stochastic gradient 
descent method. It can be used for various applications, such 
as searching for groups of features [22]. 
v) Bagging Classifier: A bagging classifier is an ensemble 
method that combines several base models. It can reduce 
variance by averaging each model's predictions across 
different sets of data [23]. 
(vi) Perceptron: Linear classifier known as the Perceptron 
is simple and can be used to make decisions on features that 
are in a linear combination. It is a widely used model for 
machine learning [24]. 

 (vii) AdaBoost Classifier: It is a framework that combines 
various weak classifiers to form a powerful one. It aims to 
improve accuracy by focusing on examples that have been 
misclassified [25]. 
(viii) Quadratic Discriminant Analysis (QDA): A QDA is 
a method for classifying data points that considers the 
various characteristics of each class's covariance matrix. The 
algorithm uses Bayes' Theorem to classify the data points. 
Although a QDA is useful for identifying complex decision 
boundaries, it is not ideal for handling large sets of features 
[26]. 

IV.  RESULTS 

Table I shows the performance of different machine 
learning models when it comes to identifying plant leaves. 
The explanation for each column is provided below. 

The column named model highlights the different kinds 
of machine learning approaches utilized to identify plant 
leaves. 

The percentage of correctly classified plant leaves is 
referred to as accuracy, and it is a standard metric used in 
classification. 

TABLE I. 
CLASSIFIER’S PERFORMANCE ON D-DATASETS 

 
 

Model 
Accurac
y (%) 

Balanced 
Accurac
y (%) 

RO
C 
AUC 

F1 
Score 
(%) 

Time 
Taken  
 (sec.) 

Quadratic 
Discrimina
nt Analysis 

0.93 0.93 None 0.93 0.04 

Extra Trees 
Classifier 

0.88 0.88 None 0.88 0.28 

Random 
Forest 
Classifier 

0.87 0.86 None 0.86 0.70 

Linear 
Discrimina
nt Analysis 

0.84 0.84 None 0.83 0.05 

SGD 
Classifier 

0.84 0.83 None 0.83 0.15 

Bagging 
Classifier 

0.81 0.81 None 0.81 0.33 

Perceptron 0.77 0.77 None 0.77 0.06 
AdaBoost 
Classifier 

0.11 0.09 None 0.03 0.40 

Support 
Vector 
Machine 

0.82 0.81 None 0.81 0.13 

K-Nearest 
Neighbors 

0.83 0.82 None 0.82 0.07 

Decision 
Tree 

0.79 0.78 None 0.79 0.05 

Naïve 
bayes 

0.75 0.75 None 0.75 0.02 
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The Balanced Accuracy metric considers the imbalanced 
classes in the dataset. It is calculated by averaging the 
sensitivity and specificity of the classes. 

The ROC AUC is a measure of the model's ability to 
differentiate between classes. It considers the trade-off 
between the false positive and true positive rates. A value of 
1 indicates that the model is perfect at discriminating, while 
a value of 0.5 indicates random guessing. 

The F1 Score, which is a harmonic representation of 
recall and precision, is useful when trying to balance these 
two measures in an imbalanced dataset. A higher score 
indicates that the model has a better chance of achieving a 
better balance. 

The time taken by each model to make predictions is 
shown in this column. It shows the model's computational 
efficiency and is useful in large-scale applications. 

This classification system has a balanced and high 
accuracy rate, which shows it can identify plant leaves. Its 
F1 Score is also impressive at 93%, indicating that it can 
strike a good balance between recalling and precision. It can 
do calculations in only 0.04 seconds. 

The Extra Trees classifier has an excellent accuracy rate 
of 88% and a balanced accuracy of 88%. Its F1 Score of 
88% indicates that it can strike a balance between recalling 
and precision, and it can perform predictions in around 0.28 
seconds. 

Although it has an overall accuracy rate of 87%, the 
Random Forest classifier has a slightly lower balance of 86. 
Its F1 score of 86% indicates that it can manage between 
recalling and precision while still being able to perform 
accurate predictions. 

This linear discriminant analysis can provide an accuracy 
of 84% and a balanced accuracy of 84%. Its F1 score of 
83% indicates that it can maintain a good balance between 
recalling and precision. It is very fast, taking only 0.05 
seconds. 

The SGD Classifier is comparable to a linear discriminant 
analysis in terms of its accuracy and balanced accuracy. It 
has an F1 score of 83%, and it takes around 0.15 seconds to 
complete. 

The Bagging Classifier can achieve an accuracy of 81% 
and a balanced accuracy of 81%. Its F1 score of 81% 
indicates that it can maintain a good balance between 
recalling and precision. It takes around 0.33 seconds to 
complete predictions. 

The Perceptron can provide an F1 score of 77% and a 
balanced accuracy of 77%. This implies that it can maintain 
a balance between recalling and precision while still being 
efficient. It only took around 0.06 seconds to perform its 
tasks. 

The Adaboost classifier has a balanced accuracy of 9%) 
and a lower accuracy of 11.1%. But its F1 score of 3% 
indicates that it has a hard time identifying plant leaves. Its 
prediction rate of 0.40 seconds is slower than other models. 

The Support Vector Machine (SVM) in the provided table 
exhibits a respectable performance with an accuracy of 82%, 
a balanced accuracy of 81%, and an F1 score of 81%, 
making it a reliable choice for classification tasks. 

The K-Nearest Neighbors (KNN) model demonstrates 
competitive results, achieving an accuracy of 83%, a 

balanced accuracy of 82%, and an F1 score of 82%. Its 
relatively short training time of 0.07 seconds suggests 
computational efficiency.  

The Decision Tree classifier performs adequately, with an 
accuracy of 79%, a balanced accuracy of 78%, and an F1 
score of 79%. Decision Trees are known for their 
interpretability, making them valuable in certain 
applications. 

 Lastly, the Naïve Bayes classifier shows a moderate 
performance with an accuracy of 75%, a balanced accuracy 
of 75%, and an F1 score of 75%, coupled with a very short 
training time of 0.02 seconds, indicating simplicity and 
efficiency, though the model's assumptions may affect its 
suitability for diverse datasets. 

Figure 3. Model vs Accuracy 
 

Figure 4. Model vs Balanced Accuracy 

 
Figure 5. Model vs F1 Score 
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Figure 6. Model vs Time 

 
 Figures 3 to 6 indicate the performance measures of 

various classifiers. The best-performing model when it 
comes to identifying plant leaves is the Quadratic 
Discriminator Analysis. It has balanced accuracy and high 
accuracy. Other models such as the Linear Discriminant and 
the Extra Trees Classifier provide strong results. But it's 
crucial to consider the computational efficiency of the model 
when choosing one for practical applications. 

V. CONCLUSIONS 

This paper provides a comprehensive examination of 
machine learning models for the challenging task of plant 
leaf identification. Through a structured approach involving 
pre-processing, feature extraction, and classification, we 
shed light on key factors influencing the success of this 
domain-specific problem. Our study underscores the critical 
role of the chosen classification model. Notably, Quadratic 
Discriminant Analysis (QDA) emerged as a standout 
performer, achieving remarkable accuracy, balanced 
accuracy, and F1 Score of 93%. Extra Trees Classifier and 
Linear Discriminant Analysis also demonstrated robust 
capabilities, making them attractive choices for plant leaf 
identification tasks. 

However, we observed certain challenges associated with 
specific models. The AdaBoost Classifier struggled to 
correctly identify plant leaves, resulting in lower accuracy 
and F1 Score, while the Random Forest Classifier, although 
delivering an accuracy of 87%, exhibited comparatively 
lower balanced accuracy and F1 Score.  

In summary, this research contributes to the 
understanding of effective methodologies for plant leaf 
identification and underscores the adaptability of these 
techniques to diverse image classification applications. This 
work will serve as a valuable reference for future endeavors 
in the realm of computer vision and machine learning. 
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