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Abstract: Nowadays photography and videography have 
become part of life. There are many challenging tasks in 
videography, one of these is video inpainting. Repairing the 
damaged videos or removing and filling undesired objects in 
videos is defined as video inpainting. In this paper, an object-
splitting video inpainting is proposed. The background 
subtraction is implemented by self-adaptive Gaussian Mixture 
Model (SAG). The moving foreground and static background 
are inpainted by using enhanced inpainting technique with 
improved patch priority calculation. The structure consistency
patch matching is proposed to search for the similar patch in the 
source region to fill the target region. The video inpainting 
results are obtained for the own video. The proposed inpainting 
technique is implemented for state of art videos utilized in other 
related works. The experimental results show that the proposed 
technique attained impressible inpainted videos compared to 
related works.

I. INTRODUCTION 

Video inpainting plays a vital role in video processing 
applications such as video restoration, video stabilization, 
films post-processing. Video inpainting is used to reconstruct 
the damaged parts of old videos and to remove the unwanted 
objects in the video without identifying by human eye 
visually. Image inpainting is the process of repairing damaged 
images and restoring the images by removing undesired parts 
in the image. The traditional image inpainting techniques are 
Partial Differential Equation (PDE) based [1] and texture 
synthesis techniques [2, 3]. In PDE based inpainting 
techniques, the gradient vector is calculated around the 
unknown region and local structures adjacent to the lines 
perpendicular to gradient vectors are diffused to the target 
region. This is completely pixel-based method and failed to 
fill large target regions. These are well suited for images with 
more structure information. In texture synthesis algorithms, 
the texture patches in the source region diffuse to target region 
and neglects the structured content. Both these methods are 
combined and formed a new algorithm, exemplar based 

inpainting [4, 5]. These algorithms preserve both structure and 
texture information in the inpainted region.

The video inpainting is achieved with image inpainting by
dividing the video into sequence of images called frames. Due 
to this, the temporal coherence between the frames is missing 
[6]. Bertalmio was proposed video inpainting using Partial 
Differential Equations (PDE) based image inpainting [7] by 
preserving the temporal coherence between the frames. But in 
this, the texture information is not retrieved properly and 
failed to fill the large portions of target region. Patwardhan [8]
consider the motion vector along with image inpainting. This 
is achieved by taking the preprocessing in video frames by 
separating the moving foreground from the static background 
which is called background subtraction. This method has 
given reasonably good results but not works for videos having 
nearby moving objects and moving background. Chang [9] 
proposed the method to remove moving objects in both static
and moving background. T. K. Shih [10] given an algorithm 
which suited for complex camera motions. N. C. tang 
proposed a new technique for patch searching and patch 
alignment to get the temporal coherence of the video. C. W. 
Lin [11] proposed method applicable for videos having 
dynamic background with a fixed camera or still background 
with moving camera. In these mosaics of frames are 
constructed from background-based camera motion. A.
Koochari [12], separated the moving objects from the 
background and constructed the mosaics of moving objects, 
these are inpainted by using large patches.

The video inpainting problem is achieved in three ways 
[13]. (i) Patch matching method (ii) Object-background 
splitting (iii) Structure and texture classification.

In patch matching method, the patches searching to fill the 
hole in target region is achieved in the spatiotemporal domain. 
In [14, 15] the color components, spatial and temporal vectors 
are compared to attain spatiotemporal volume matching. In 
object-background splitting, background subtraction is used to 
separate static background from moving foreground. The 
inpainting will apply individually to both moving objects and 
static background [8, 16, 17] by maintaining the temporal 
coherence between the frames. Gaussian Mixture Model

2Asst  Professor, CVR College of Engineering/IT Department, Hyderabad, India

3Asst  Professor, CVR College of Engineering/ECE Department, Hyderabad, India

patch priority; Structure consistency
Index Terms: Video inpainting; SAG, background subtraction; 



E-ISSN 2581 – 7957                                                                CVR Journal of Science and Technology, Volume 22, June 2022 
 P-ISSN 2277 – 3916                                                                                                                              DOI: 10.32377/cvrjst2207 

 

(GMM) [18, 19] is used for background subtraction. In 
structure and texture classification, the video frames are 
divided into structure and structure regions, and these are 
inpainted using different inpainting techniques by maintaining 
region priorities. Recently, the novel video inpainting 
technique is implemented with hybridization of cuckoo search 
algorithm and multi verse optimization [21] for optimizing the 
patch matching and Recurrent Neural Network (RNN) for 
categorizing the patch as smooth or structured. This method 
produced the optimal video inpainting results compared to 
available methods. Another video inpainting technique [22] 
proposed by using enhanced priority computation method and 
optimal patch selected for inpainting the target region with 
Grey Wolf Optimization (GWO). This method outperformed 
the existing techniques of video inpainting in terms of metrics 
PSNR, SSIM and Edge similarity. 

In this paper, an object-background splitting method is 
implemented. The GMM based background subtraction has its 
limitations to separate moving foreground and background. 
The GMM method failed to handle the sudden changes in 
illumination and irregular background motion. Due to its 
parametric modelling, it is time-consuming and complex 
hence didn’t produce proper results in real time applications 
[20]. Proposed a new background subtraction technique, self-
adaptive GMM (SAG) has adaptive learning rate and 
withstand for sudden illumination changes and adaptively 
select the number of Gaussians to model the pixels in the 
image. An improved inpainting technique with enhanced 
priority function is used to identify the priorities of the patches 
on the boundary of the target region. Structure consistent patch 
matching method is utilized to search for the best matching 
patch in the source region.  

This paper is organized as, section II explains the proposed 
video inpainting algorithm, and in section III experimental 
results are discussed. Section IV is conclusion. 

II. PROPOSED VIDEO INPAINTING ALGORITHM 
 The proposed architecture for video inpainting is shown in 

figure 1. The input video applied to the background 
subtraction or foreground detection method which divides the 
static background and foreground in each frame. In the 
moving foreground, the object which is removed is identified 
by tracking using a Kalman filtering technique. This produces 
the past, present and future steps of the moving object. This is 
target identification. After this, the target identified is removed 
by manual method, freehand tool in MATLAB.  Then the 
enhanced inpainting technique is applied to background and 
foreground frames separately. Finally, all the frames are 
combined to form the in painted video. 

A. Background Subtraction Method 
To overcome the disadvantages in GMM, in this paper 

proposed an advanced background subtraction technique 
called self-adaptive GMM (SAG). This model uses a dynamic 
adaptive learning rate to take advantage of fast illumination 
changes. The flowchart for self-adaptive GMM is shown in 
figure 2 [20]. This flowchart contains two modules, the 
background learning module, and a foreground extraction 
module.  

In the background learning module, spatiotemporal filter is 
used to remove the noise and smoothen the image this 

increases the robustness of the model. The global illumination 
changing factor (G) is obtained by using MofQ from the 
smoothened image. The global illumination changing factor 
is obtained by equation (1). 

                                  (1) 
 

The G value calculated for all pixels of i in the image I 
between the present image  and reference image . The 
background is learned using SAG, the learning factor (g) 
calculated between the learned background and the present 
image, and it keeps on track the global illumination changes. 
The counter value ( ) will increase if the parameters of 
Gaussian model changes. Then the Gaussian is reassigned 
and set the counter to 1. 

 
Figure 1. The architecture of proposed video inpainting. 

 

 
Figure 2. Flowchart of self-adaptive GMM. 
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When the parameters of Gaussian changed, the new 

learning rate  is calculating from equation (2). 

       (2) 
            (3) 

      (4) 

        (5)    

                   (6) 
where l is a constant,  is a constant defined to limit 

the effects of old data and exponentially decreased envelope. 
The components that are not utilized in the data are 
represented by negative prior weight .  is taken as 1 
for matched components and 0 for other components. 

The foreground extraction in self-adaptive GMM is for 
dividing the foreground mask from the background. It 
identifies the shadows and highlights spatial, spectral, and 
temporal features in combination of three domains and with 
individual features. The distortion effect of highlight and 
shadow are divided into brightness and chromaticity 
distortion. The distortion of brightness ( ) and chromaticity 
( ) are taken as  

                  (7) 

 

           (8) 
where, is the intensity of the ith pixel in RGB 
space, mean and standard deviation 

 
From the above information the foreground pixels are 
classified with the following condition, 

          (9) 

where,  are threshold values.  

After separating the background from the moving 
foreground, enhanced inpainting technique is applied to 
inpaint the frames with enhanced priority calculation and 
patch matching method, which is discussed in the subsequent 
sections.  
 
B. Enhanced Priority Calculation 

In the existing exemplar-based inpainting method [5], the 
inpainting results are slightly defected due to the unusual 
calculation of confidence term. The confidence term reduced 
to a low value for less number of iterations, this is called 
dropping effect [23]. Due to this the priorities of the patches 
on the boundary of the target region also decreases 
drastically. This gives improper result of inpainting. To avoid 
this an enhanced priority calculation method is introduced 
with a modified confidence term. In the existing exemplar-
based inpainting method, the priority of the patches on the 
target region is calculated by product of confidence term and 

data term.  The modified priority function [23] is taken as 
equation (10). 

 

         (10) 
 

where  and  are multiplication factors of confidence term 
and data term respectively, , ,and . 
The modified data term to avoid dropping effect is shown in 
equation (11).  
 

                             (11) 
 

where  is called the regularization term ranging the values 
over 0.1 to 0.7.  

The confidence term from existing exemplar 
inpainting method is given by expression (12). 

 

                                           (12) 
 

where,  denotes the coordinates of pixel  on both source 
region  and patch on the boundary of the target region . 
The data term,  is defined by the equation (13). 
 

                                                   (13) 
 

where is the unit vector orthogonal to the boundary of the 
target region at pixel and  is the isophote vector. 
Isophote is a line used to combine similar pixel points.   

C. Structure Consistent patch Matching Method 
After obtaining the highest priority patch to fill on the 

boundary of the target region, it is to be filled with the similar 
matching patch in the source region. The similar matching 
patch is searched by equation (14). 

 

                                 (14) 
 

where, is the best matching patch in the source region.  
In the traditional exemplar-based inpainting method, Sum 

of Squared Difference (SSD) is used for finding . 
The SSD method calculates only the difference between the 
intensity values and avoids the structural variations between 
the two patches. Considering the structure consistency 
between the source region and target region along with 
content obtained in SSD calculation improves the quality of 
the in painted image. 
    The structure consistency is achieved by utilizing the 
spatial distribution through standard deviation [25] of patch 
differences as given by equation (15).  

 
                                                                                 (15) 

with    

 

                                                                               (16) 
where ;  is a constant adjust, the weight of 

 over the final quality.  and  are mean values. The 
value of  set to 0.8. From this, it is observed that if  is 



E-ISSN 2581 – 7957                                                                CVR Journal of Science and Technology, Volume 22, June 2022 
 P-ISSN 2277 – 3916                                                                                                                              DOI: 10.32377/cvrjst2207 

 

small then the two patches are similar in structure. The 
structure variations are consistent in both patches if  is 
zero. Under different illumination conditions if the patches 
have a same structure, then  becomes zero, this gives 
errors in results. To avoid this 1 is added in the equation. In 
this structure consistent patch matching method due to 
standard deviation, attain best matching patches considering 
structure distributions also.  

III. EXPERIMENTAL RESULTS 
The experimental results are implemented in MATLAB. In 

enhanced inpainting, the priority of the patches on the 
boundary of the target is calculated taking the regularization 
term , the multiplication factors of confidence term 
and data terms are and respectively [24]. 
These values result the best inpainting. The inpainting is 
applied to my own video. Some of these inpainted frame 
results are shown in figure 3.  

 

 

 
              (a)                   (b)                             (c) 

Figure 3. Own video inpainted Results: a) Input frame b) Object to be 
removed c) Inpainted frame. 

 
The proposed inpainting is compared to the state of art 

existing techniques taken their input videos [26]. Applied to 
the input of table tennis and produces the results as shown in 
figure 4.  

 
 
 

 
 

 
              (a)                   (b)                             (c) 

Figure 4. Table tennis inpainted results: a) Input frame b) Object to be 
removed c) Inpainted frame 

 
 The proposed technique is also compared, [27] for videos 
of walking man and throwing ball. The inpainted results for 
some frames are shown in figure 5 and 6. 

 

 

 
              (a)                   (b)                             (c) 
 

Figure 5. Walking man inpainted results: a) Input frame b) Object to be 
removed c) Inpainted frame 
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     (a)    (b)       (c) 

Figure 6. Throwing ball inpainted Results: a) Input frame b) Object to be 
removed c) Inpainted frame 

IV. CONCLUSIONS

This paper proposed a new video inpainting technique 
using self-adaptive GMM (SAG) background subtraction 
method. The background subtraction method separated the 
moving foreground and static background any sudden 
illumination changes in the video. The separated static 
background and moving foreground are inpainted with 
improved priority calculation technique and structure 
consistent patch matching method. The patch priorities on 
the boundary of the target region have been calculated with 
multiplication factors of confidence term and data term as 

and  for regularization term  .
The experiment results are shown that the proposed 
method produced the results quite better compared to 
existing techniques.  
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