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Abstract: One of the most popular unsupervised clustering
algorithms is the K-Means clustering algorithm which can be
used for segmentation to analyse the data. It is a centroid-based
algorithm, where it calculates the distances to assign a point to
a cluster. Each cluster is associated with a centroid. The
selection of initial centroids and the number of clusters play a
major role to decide the performance of the algorithm. In this
context, many researchers worked on, but they may not reach
a goal to cluster the images in minimum runtime. Existing
histogram based initial centroid selection methods are used on
grayscale images only. Two methods, i.e., Histogram based
initial centroids selection and Equalized Histogram based
initial centroids selection to cluster colour images have been
proposed in this paper.

The colour image has been divided into R, G, B, three
channels and calculated histogram to select initial centroids for
clustering algorithm. This method validated on three
benchmark images and compared to the existing K-Means
algorithm and K-Means++ algorithms. The proposed methods
give an efficient result compared to the existing algorithms in
terms of runtime.

Index Terms: Histogram, Equalized Histogram, Initial
Centroids, K-clusters, K-Means clustering, K-Means++
clustering.

I. INTRODUCTION

In computer vision, image segmentation is the process of
partitioning an image into multiple segments. The goal of
segmenting an image is to change the representation of an
image into something that is more meaningful and easier to
analyse. This paper presents segmentation of images using
clustering techniques. A cluster refers to a collection of data
points aggregated together because of certain similarities. K-
Means clustering is one of the simplest and popular
unsupervised machine learning algorithms. Assuming the
number of clusters k and selecting initial centroids play an
important role for clustering in K-Means clustering. For the
choice of k, that is, number of clusters, a popular method
called “Elbow Method” gives optimum value, but the
algorithm has to run several times and then only k value can
be decided. There are many methods for initial cluster centre
choice like “random data points”, “K-Means++”. The
general procedure to determine the best partition and
optimal number of clusters is by validation measures like
Sum of Squared Error (SSE) [11], Silhouette Score [10],
Calinski Harabasz Score [12], Davies Bouldin Score [2],
Clustering Fitness and Run Time [10].

The aim of this paper is to propose an efficient centroids
selection for K-Means clustering based on the histogram
peaks that are high density data points to be clustered within
a single cluster initially, later the next level density etc. The
selection of the centroids is chosen by sorting the histogram.
After the selection of centroids, the rest of the process is like
a random centroids method.

II. RELATED WORKS

In K-Means with random initial centroids method k
number of random centroids or initial seeds is selected
initially for k number of clusters. The algorithms start
calculating the distance between a pixel point and all the
centroids, and the pixel will be assigned to the cluster with a
minimum distance. Once a new point is assigned, then a new
centroid is obtained by taking the mean of all data points of
that cluster. This will be continued for all the data points.
This procedure will be continued until there is no change in
the previous centroid and new centroid for all the clusters
[4].

D. T. Pham et. al. [9] says, instead of using a single
predefined K, a set of values might be adopted. It is
important for the number of values considered to be
reasonably large to reflect the specific characteristics of the
data sets. At the same time, the selected values have to be
significantly smaller than the number of objects in the data
sets, which is the main motivation for performing data
clustering, but this method could be computationally
expensive if it is used with large data sets because it requires
several applications of the K-Means algorithm before it can
suggest a guide value for K.

Haimonti Dutta et. al. [7] presented a semi-supervised K-
Means algorithm but the presence of small and noisy
clusters in the data made it difficult to find an agreement in
the optimal choice of K and says, more sophisticated
seeding techniques incorporating machine learning
algorithms are required.

Nameirakpam Dhanachandra et. al. [8] proposed
subtractive clustering method on medical images to generate
centroids based on the potential value of the data points.
Here, the author took the number of clusters, k=3.

Zubair Khan et. al. [13] proposed an adaptive histogram-
based approach to determine the initial parameters for K-
Means on grey images. Here, authors took the initial
parameter as a single variable known as grey level is used to
assign intensity values to the pixels. It is a 2-step initial
parameter estimation procedure to choose proper number of
clusters and optimal initial cluster centres will give a better
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analysis on the data or image from which it can be decided
that the K value as well as initial seeding of the algorithm,
but the initialization problem of K-Means is used only for
grey images. This can be extended for the colour images and
the task of grouping the individual peaks in the histograms
to represent the true colour and the object boundaries in the
image.

Rena Nainggolan et. al. [11] said that, in manual choice
of K, the algorithm has to be run many times in order to get
efficient clustering results. There are also a few methods like
Silhouette Method, Hierarchical clustering method etc., exist
for the choice of K.

Raja Kishor Duggirala [7] proposed a fuzzy-based
clustering; one can know if data objects fully or partially
belong to the clusters based on their membership in different
clusters. Hybridization of K-Means with the FCM (Fuzzy C-
Means) is implemented for the improvement in
performance.  Hybrid algorithm of KM and FCM is
exhibiting a better performance in terms of execution time
of the CPU, Clustering Fitness (CF) and Sum of Squared
Error (SSE).

Bernad Jumadi Dehotman Sitompul et. al. [2] proposed
the clustering method of determining initial centroid of K-
Means algorithm based on minimum Sum of Squared Error,
able to improve clustering result and enhance DBI value
obtained by simple and determine initial centroid of K-
Means algorithm. Here, the authors used numerical data like
Seeds Dataset and suggested future work for categorical and
image data.D. Arthur, [5] proposed the KMeans++ method,
where the centroids to be distant from each other, leading to
better results than random initialization. In this method,
initially the first cluster centre has been chosen at random
from data points, then for the next centre, each data point of
the nearest cluster centre is chosen using squared distance
method by using the probability formula (1). This step will
be repeated until the number of centres has been chosen.
The rest of the process is like a random centroids method.

_ Dilxp®
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Ahmet Esad TOP et. al. [1] proposed K-Means with a
method of Naive Sharding centroid initialization. The
algorithm sorts the pixels in ascending order according to
their R, G, B value summations and divides them into shards
to choose centroids rather than selecting them randomly,
which is the case in the traditional K-Means algorithm. The
dataset is then horizontally split into k pieces, or shards.
Finally, the original attributes of each shard are
independently summed, their mean is computed, and the
resultant collection of rows of shard attribute mean values
becomes the set of centroids to be used for initialization.
Sharding initialization is expected to execute quicker than
random centroid initialization, especially considering the
time needed for randomly initializing centroids for
increasingly complex datasets.

Chunhui Yuan et. al. [3] proposed four kinds of K-value
selection algorithms, such as Elbow Method, Gap Statistic,
Silhouette Coefficient, and Canopy, are used to cluster the
Iris data set to obtain the best K value and the clustering
result of the data set. For large scale data sets both time and
space complexity will be more to run the Gap Statistic
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algorithm. The computational overhead can be very large;
hence the Silhouette Coefficient algorithm is also not used
for large-scale data sets. For large and complex data sets, it
is obvious that the Canopy algorithm is the best choice. For
real-world multidimensional data containing complex fields
of information and for experimental verification, there is a
necessity to deeply explore the advantages and
disadvantages of each algorithm or to improve the
performance of the algorithm.

III. THE PROPOSED SYSTEM

This section presents our approach to find efficient
centroids selection with the application of Histogram based
K-Means algorithm on 3 different images.

3.1. Pre-Processing of Image:

Downloaded images are resized and each image is
converted into a data frame in order to apply the K-Means
algorithm.

3.2. K-Means algorithm:

Given a set of observations (x1,x ... xn), where each
observation is ad-dimensional real vector, K-Means
clustering aims to partition the n observations into k (< n)
sets S = {S1, S2, ..., Sk}, so, as to minimize the sum of
square error (SSE). Formally, the objective is defined with
the equation (2).

arg minSZ Z lx — p;l|* = are minSZ |5;|Vars;
1

I=1 XEN; i=
)
Where, ; is the mean of points in S;, X is any data point and
S; is ith cluster.
3.2.1. Histogram of an image:

An image histogram is a type of histogram that acts as a
graphical representation of the intensity distribution in a
digital image [6]. It plots the number of pixels for each
intensity value. By looking at the histogram for a specific
image, a viewer will be able to judge the entire intensity
distribution immediately. For pseudocode refer to the
Histogram algorithm.

Algorithm: Histogram
Input: Grey image/Single Channel of an Image
Output: Histogram of the given image
Step 1: Declare an n dimensional array of histogram with
256 levels
Step 2: Read the shape of image into a variable
Step 3: For each row
Step 4: For each column
Step 5: Increment  corresponding
histogram level count in an n dimensional
array of histogram
Step 6: Return an n dimensional array of histogram
3.2.2. Histogram Based K-Means:

The given colour image split into the R, G, B channels
and for each channel a separate histogram is generated. Each
histogram is sorted in descending order to get a high density
of intensity. Based on the given k value, those many or
several centroids selected from the sorted list of histograms.
The selected centroids are given as input to the K-Means
algorithm as initial centroids. For pseudocode refer to the
Histogram Based K-Means algorithm.
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TABLE L.
COMPARISON OF RUNTIMES IN SECONDS
Lena Image Baboon Image Peppers Image

K- . Equali K- . Equali K- . Equali

K Means K- rl;lrlzto zed Means K- ::rl:lto zed Means K- rl:rlzto zed
with Means £ Histogra with Mean & Histogra with Means £ Histogra

based K- based K- based K-

Random ++ Means m based Random s++ Means m based Random ++ Means m based
Centroids K-Means Centroids K-Means | Centroids K-Means
2 0.273 | 0.373 0.17 0.339 0.378 0.556 0.176 0.365 0.235 | 0.322 0.152 0.374
3 0.72 0.811 0.216 0.381 0.599 0.704 0.184 360. 0.335 | 0.536 0.174 0.357
4 0.655 0.929 0.195 0.35 0.77 1.15 0.213 0.384 0.577 0.866 0.276 0.393
5 0.842 | 1.1 0.172 0.393 1.147 1.004 0.207 0.393 0.75 0.897 0.205 0.385
6 1.5 1.548 0.26 0.486 1.565 1.804 0.226 0.436 1.022 1.047 0.225 0.404
7 1.716 | 1.891 0.284 0.486 1.901 2.169 0.294 0.517 1.986 1.29 0.247 0.477
8 2.054 | 2.036 0.382 0.863 2.591 3.646 0.319 0.561 1.875 | 2.371 3360. 0916
9 2.838 | 2.308 0.427 0.801 4366 3.458 0.571 0.705 3269 | 5.343 0.639 1.448
(1) 3.804 | 2.838 0.876 0.986 3.577 3.786 0.685 0.924 3.875 | 3.865 0.583 0.785

Algorithm: Histogram Based K-Means

Input: Input Image, Number of Clusters

Output: Clustered Image

Step 1: Split Image into B, G, and R channels

Step 2: Call Histogram for each channel

Step 3: Sort histograms of each channel in descending order.
Step 4: Declare an n dimensional array of Initial Centroids
Step 5: for 0 to k clusters

Step 6: Append centroids for each channel from sorted

histograms to Initial Centroids

Step 7: Call K-Means with Initial Centroids

Step 8: Output the Clustered Image
3.2.3. Equalized Histogram of an image:

Histogram equalization is a technique for adjusting image
intensities to enhance contrast [6]. Let f be given an image
represented as an RxC matrix of integer pixel intensities
ranging from 0 to L-1. L is the number of possible intensity
values, often 256. Let p denote the normalized histogram
(probability of intensity) of ‘f° with a bin for possible
intensity. Hence; ‘pn’ is defined with the equation (3).

number of pixels ith intensity n

Pn = total number of pixels

Where n=0, 1 ... L-1.
The equalized histogram image g will be defined by the
equation (4).

3)

Rij
bi; = floor((L—1) Z o,
nr=0 “4)

20

Where floor () rounds down to the nearest integer. This is
equivalent to transforming the pixel intensities, 1, of ‘f” by
the equation (5).

T(D)= floor((L— 1) Xy=5 P

For pseudocode refer algorithm Equalized Histogram.
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Figure 1. Runtime in Seconds for Lena Image

Figure 2. Original Lena Image
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Figure 3. Runtime in Seconds for Baboon Image Mumrnber of cluszers
Figure 5. Runtime in Seconds for Peppers Image
_ o Figure 6. Original Peppers Image
Figure 4. Original Baboon Image
TABLE II.
LENA IMAGE RESULTS
K-Means with Random Histogram based K- Equalized Histogram based K-
K . K-Means++
Centroids Means Means

Algorithm: Equalized Histogram

Input: Grey image/Single Channel of an Image
Output: Equalized Histogram of the given image

Step 1: Call Histogram of channel

Step 2: Read the shape of image into a variable

Step 3: Calculate Probability Distribution Function of
Histogram

Step 4: Calculate Cumulative Distribution Function of
Histogram

Step 5: Define transformation function

Step 6: For each row

CVR College of Engineering

Step 7: For each column
Step 8: Apply transformation function and store
in resulting an n dimensional array as Equalized
Histogram of channel
Step 9: Return Equalized Histogram of channel
3.2.4. Equalized Histogram based K-means.
The given colour image split into the RGB channels and for
each channel a separate Equalized Histogram is generated.
Each Equalized Histogram is sorted in descending order to
get high density and intensity values. Based on the given k
value, those several numbers of centroids selected from the
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sorted list of Equalized Histograms. The selected centroids
are given as input to the K-Means algorithm as initial
centroids. For pseudocode refer Equalized Histogram Based
K-Means.

Algorithm: Equalized Histogram Based K-Means

Input: Input Image, Number of Clusters

Output: Clustered Image

Step 1: Split Image into B, G, R channels
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Step 2: Call Equalized Histogram for each channel
Step 3: Sort histograms of each channel in descending order.
Step 4: Declare an n dimensional array of Initial Centroids
Step 5: For 0 to k clusters
Step 6: Append centroids for each channel from sorted
histograms to Initial Centroids
Step 7: Call K-Means with Initial Centroids
Step 8: Output the Clustered Image.

TABLE IIL.
BABOON IMAGE RESULTS

K K-Means w1'th Random K-Means++
Centroids

Histogram based K-
Means

Equalized Histogram based K-
Means
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TABLE IV.
PEPPERS IMAGE RESULTS

K K-Means with Random K-Means++
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IV. RESULT AND DISCUSSION

The proposed system is
https://colab.research.google.com,
python programming.
Performance Analysis:

The present proposed models are experimented on 3
different images and runtimes of all clustering techniques
are measured. Comparison of results of runtime in seconds
of each clustering technique is listed in Table 1, the
corresponding line graphs are also presented in figure 1,
figure 3, and figure 5. Original images are presented in
figure 2, figure 4, and figure 6. The clustering results for ‘k’
values 2 and 8 are presented in tables from 2 to 4.

experimented  using
an open source for

V. CONCLUSIONS

Clustering is playing a vital role in image segmentation
which is used in many applications. The most commonly
used K-Means clustering which takes randomly generated
initial centroids is not reaching the local optima. The
proposed Histogram based selection of initial centroids to
overcome the above drawback. The present paper also
proposed equalized histogram-based selection of initial
centroids to improve the performance of the algorithm. But,
in the above analysis, the equalized histogram method is not
performing appreciated results. This can be enhanced by
considering spatial values as another dimension in
clustering.

It is observed that Histogram based, and Equalized
Histogram based K-Means gives better performance in the
view of runtime comparatively with Random centroids K-
Means and K-Means++. Histogram based K-Means is taking
less runtime as compared to the Equalized Histogram based
K-Means, but in future, it can be extended that Equalized
Histogram based K-Means may perform better in other kind
of parameters like Sum of Squared Error, Silhouette Score
etc., with the application of spatial dimensions.
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