
Abstract:Machine learning has various applications. 
Machine learning model has two problems.Overfittingand 
Underfitting.Underfitting is a statistical model or a machine 
learning algorithm,it cannot capture the underlying trend of 
the data.A statistical model is said to be overfitted, when it is 
trained with a lot of data.When model has trained on fewer 
features, the machine will be too biased, and then the model 
gets underfitting problem. So, it is needed to train the model 
on more features and there is one more problem 
occurs.Overfitting problem can be reduced by using 
regularization functions and data augmentation. In the 
previous research on activation functions, Hock Hung 
Chieng Proposed an activation function called Flatten-T 
Swish: a thresholdReLU, which is a multiplication of Relu 
and sigmoid function.  

Index Terms: Flatten-T swish, Machine learning, activation 
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I. INTRODUCTION 

A.  Underfitting: 

B.  Overfitting: 
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II. VARIOUS ACTIVATION FUNCTIONS IN NEURAL
NETWORKS 

A.  Linear Function  
y=mx
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B. Sigmoid Function  
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C. Tanh Function 
Tangent Hyperbolic 

function[4].
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D.  Rectified linear unit (RELU) 

hidden 
layers

R(x) = max(0,x)
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E. Softmax Function 

K-folds cross validation: 
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Lasso Regression
Ridge Regression
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III.PROPOSED ALGORITHM 

Hock Hung Chieng

5. Development of proposed algorithm L1/4 Regularization

Proposed Algorithm: L1/4 Regularization: 
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layer 1(Hidden layer) :-
X(1) = Y(1)W + z(1) 
z(1) = a(1) 
Here, 

� W(1) be the vectorized weights assigned to neurons 
of hidden layer i.e. w1, w2, w3 and w4 

� z(1) is the vectorized form of any linear function. 
� W be the vectorized input features i.e. i1 and i2 
� z is the vectorized bias assigned to neurons in hidden 

layer i.e. a1 and a2 
� a(1) is the vectorized output of layer 1 

(Note: don’t consider activation function here) 

Calculation at Output layer: 
Layer 2 (output layer) :-
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IV. CONCLUSIONS


