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Abstrace: Ubiguitous software has become an indispensable
technology for science, engineering, and business, Software iz
everywhere, as a standalone system, or part of 3 new
technology, or as a service in the clowd. Hence, it has
paramount importance, As size and complexity of soltware
systems are increasing, software engineering problems such as
software effort estimation, software testing, sofiware defect
prediction, software project scheduling, software reliability
maximization, software module clostering, and software
maintenance have become more difficult to handle. In order to
reduce the high cost of performing software engineering
activities and to increase software quality and reliability,
computational intelligence technigues are being used for
problem solving wsing research oriented approaches and for
decision-support. Computational intelligence has been used in
different fields for a long time, There has heen a recent surge
in interest in the application of computational intelligence
technigues in software engineering. Search based soltware
engineering and machine learning for software engineerimg
are the areas of computational intellipence research which
have been showing promising results in this context. Search
hazsed software engineering reformulates software engineering
problems as  optimisation  problems, and then using
optimisation alporithms  problems are  solved. Software
engineering produces lot of data related to software, like effort
estimates, source code, test cases, data on bugs and fixes,
version data, and metrics dats, As part of analytics on
software data, machine learning technigues are used o solve
some software engineering problems and for effective decision
making. The objective of this survey paper is to identify
software  engineering  problems and  applications  of
computational intelligence technigues to solve those problems,
In survey, computational intelligence applications for solving
different software engineering problems are identified and
presemted. In this paper, some research guestions which
indicate research directions and some possible research topics
are presented. New research issues and challenges posed by
the hard problems in sofitware engineering could stimulate
further development of new theories and algorithms in
computational intelligence.

Index Terms - Computational Intelligpence, Sollware
Engineering Problems, Search Based Software Engineering,
Optimisation Techniques, Machine Learning, Software Data
Analytics.

I. INTRODUCTION

As size and complexity of software systems are
increasing, software engincering problems have become
more difficult to handle. In order to increase software
reliability and to reduce the high cost of performing

software enginecring tasks, computational intelligence
technigques and  algorithms are being wsed as problem
solving,  decision-support,  and  research  oriented
approaches. As per the definition in [1], *Computational
intelligence is the study of adaptive mechanisms to enable
or facilitate intelligent behavior in complex and changing
environments.  As  such,  computational  intelligence
combines  artificial  neural  networks,  evolutionary
computing, swarm intelligence  and  fuzzy  systems™,
Software sizes are becoming bigger. The complexity of
software is increasing with size non-linearly, and in
addition, software complexity further increasing as it is
changing very rapidly to keep pace with changing user
business dynamics and needs. Increased software
complexity  poses  many  problems,  Computational
intelligence is the appropriate vehicle to address software
problems, In this paper, two areas of compuotational
intelligence  which are showing promising results in
software engineering are considered for review, They are:
1) *Search-Based Software Engineering” (SBSE) 2)
Machine Learning for Software Engineering. “Search-
Based Software Engineering (SBSE)" [5] reformulates
software engineering problems as optimisation problems.
These reformulated problems are solved using optimisation
algorithms. Some of the sofiware engineering problems
which can be reformulated as optimization problems are; 1)
software project scheduling with an aim to minimize cost
and time of completion of different tasks, 2) test case
design with an aim to maximize code coverage and bug
detection, 3) test case design with an aim to minimize
testing effort and maximize bug detection, 4) during
starting of an iteration in WinWin spiral model identifying
set of requirements maximizing oser satisfaction and
probability of completion in given time and cost. Simalarly,
many more problems with different optimization criteria
can be reformuolated as optimization problems. Some of the
search based optimisation techniques which are being used
are: 1) Genetic programming 2) Genetic algorithms 3) Ant
colonies 4) Particle swarm optimization 5) Hill climbing &)
Simulated annealing.

As per the definition in [2], “machine learning deals
with the izsue of how to build programs that improve their
performance at some fask through experience”. Software
systems process data, but software is data wo [3]. Software
engincering activities and different stake holders produce
lot of data related to software. Machine learning makes use
of software data to create machine learning models to solve
software engineering problems. Some of the software
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engineering problems which can be addressed by machine
learning models are: 1) predicting effort for the next project
based on machine learning model, which is created using
the data from previous completed projects, 2) predicting
project duration for the next project based on machine
learning model, which is created using the data from
previous completed projects, 3) software defect prediction
can be made using the defect prediction models created
using previous versions of software.

Major types of machine learning include: decision trees,
concept learning, artificial newral networks, reinforcement
learning, Bayesian belief networks, genetic programming
and genetic  algorithms,  instance-based  leaming, and
analytical leaming.

Some problems can be viewed either as optimization or
maching learning problem. For example, test case design
can be viewed as an optimization or machine learning
problem. That is where research comes into picture to
figure out which approach and technique is better.

The aim of this paper is to carry out basic survey [not
exhaustive survey) to find research openings in the context
of application of computational intelligence technigques in
soltware engineering.

II. SOFTWARE ENGINEERING PROBLEMS AND
SOFTWARE DATA
An iteration in a software development model consists
following activities (phases):

1. Software reguirements collection, specification and
planning phase, 2. Design phase
3. Implementaton and testing phase

The maintenance activity takes place in parallel with
development. While next version is under development
previous deployed versions will be under maintenance.
Some problems which are encountered frequenty are
identified and listed out in this paper. Some of the problems
which are encountered during software engineering are
identified by different authors in [3], [4], [5], [6]. [T].
[BLI9LITOLINLT, They are categorized and listed below:

A. Software Engineering Problems

1. Software requirements collection, specification and
planning  phase:
« Eliciting, recording of all functions and constraints
« Ambiguity, completeness, conflicts in reguirements,
prowiyping, regquirements racing
« Cost and time estimation for the project
« Tasks, dependencies, duration, resources for the
project
2. Design phase:
s High-level (architectural)
problems, modularity, coupling
+ Low-level (detailed) - algorithms
complexity of modules, cohesion
« Design  alternatives, inconsisiencies in soflware
design

architectural design

selection,

3. Implementation and testing phase:

« Software reuse

+ Source code searching

« [ntegration method, defect prediction

= Test case generation, test case prioritization

» Prediction of test effectiveness

« Bug management/iriage, debugging
4 Maintenance phase:

+ Software understanding and comprehension
Impact analysis, ripple effects during changes
Regression testing
Auntomatic software repair, quality enhancement
Reengineering legacy software, software module
clustering
5. Problems related 1o umbrella activities:

« Configuration management

« Prediction of software quality and reliability

= Classification of software components

B, Software Darq

Lot of data are generated during software development and
maintenance. (hver the time from different projects the data
populate databases in the range of werabyvies and more. Data
refated 1o software are listed below,

Source code, data on versions, code analysis data
Test cases designed, test execution data

Data on bugs and fixes

Metrics data on size, design, code, testing, project,
process, and maintenance

Cost and schedule data

« Usage and run time data of deploved software

+ User feed back

. COMPUTATIONAL INTELLIGENCE TECHNIQUES TO
S0OLVE SOFTWARE ENGINEERING PROBLEMS

Im this section computational intelligence technigues which
are applied to software engineering problems ane surveyed
and presented. The survey s not exhavstive, This survey
gives basis for further refinement in the subsequent work.,

A, Solving Software Engineering Problems with
Optimization Technigues (SHSE)

“Search based software engineering” reformulates
software engineering problems as optimization problems.
The problems and optimization technigues are discussed in
detail i [4LI5LIBLI9LIIZ]. The optimization fechnigques
are wsed by different researchers in solving  different
software  engineering  problems,  Simulated  annealing
approach is used in solving many problems like improving
software quality predictionf13], next release problem [14],
program  flaw  finding{15]. Genetic  programming
applications can be found in software cost predictive
madeling [16], in reliability modeling[17], and in model for
software  quality enhancement[18].  Software release
planning [19] and software test data generation [20] are
solved by gepetic algorithms, Hill climbing technigque is
wsed o improve program structure by module clustering
[21]. Hill chmbing techmgue and genctic algorithm are
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applied for regression test case prioritization [22]. Software
madularization wsing hill climbing, simulated annealing,
and genetic algorithim is presented in [23],]24]. “Search
based software engineering techmigques” use metrics as
fitness functions in one form or the other [25]. Proposing
new metrics for using in optimization technigues is also an
immportant  research area. There 15 little work on the
combinations of search algorithms [26]. Research on
exploring the potential of combinations of search
algorithms has lot of scope. Bug detection using particle
swarm  opfimization s given in [27]. Ant colony
optimization  techniqees [28] and particle swarm
optimization [29] techniques have potential to be used in
solving software enginesring problems and have not been
used much in the lierature, In addition to the papers listed
out in this section, interested rescarcher on SBSE can look
into the repository of papers on SBSE maintained by
Y. Zhang [49].

B, Solving Software Engineering Problems with Machine
Learning Technigues

Application of machine learning in the context of
software engineering are discussed in [8], [7], [10], T11].
Solutions to different software engineering problems using
machine learning techniques are attempted by many
researchers. Instance based learning is used in component
retrieval and reuse [6] and software project effont
estimation [30]. Genetic programming is applied for
understanding and validating wser software requirements
[31]. One of the supervised learning methods, “concept
learning™, is used to derive functional requirements from
legacy software [6]. To predict effort reguired for software
development, artificial neural networks & decision trees
[32], bavesian analysis [33], artificial newral networks &
naive baves classifier [34], and artificial newral networks
[35] are applied and results are presented. For predicting
software defects bavesian belief networks have found
applications [36], [37]. [6]. Detecting bad aspects of code
and design are important. Because, it enables refactoring, 1o
improve quality of code and design. Bayesian approach is
used in detecting design and code smells [38]. Overview on
technigues based on machine learming used for software
engineering is given in [39]. Even though there is active
rescarch happening in machine learning applications in
software engineering, more research is possible as machine
learning has the potential [40].

IV. INSCUSSION AND RESEARCH IMRECTIONS (N
COMPUTATIONAL INTELLIGENCE APPLICATIONS IN
SOFTWARE ENGINEERING

Standalone sofiware, distributed software, or software
as a service in the clowd need to be designed, coded, and
tested before deployment. As part of evolution and
maintenance  (corrective,  perfective, adaptive. and
preventive) software is changed. During change software is
not available for use. Change is applicable to all the above
mentioned  types of software. The computational
intelligence technigques and research directions presented in

this paper are applicable to standalone, distributed and
clond software as service.

The application of computational intelligence
techniques in software enginesring started more recently.
Diversity, size and complexity of software systems are
increasing, In addition, due to frequent changes o softwane
systems to keep pace with changing wser business
requirements and personal needs, the software systems are
getting deteriorated and becoming complex. Due to this
scenario, the earlier easily solvable software engineering
problems have now become more challenging. To address
software  engineering  problems, researchers  started
exploring the application of compuiational intelligence
technigues, Survey indicates results are encouraging and
there is lot of potential in further research in this area,
Computational intelligence techniques are grouped under
two headings. They are: optimization techniques and
machine learning techniques. Optimization techniques and
machine learning technigues are listed in introduction
section. Some techniques are wsed as oplimization and
michine learning techniguees. Similarly, some problams can
be viewed either as optimization or machinge learning
problem. For example, project estimates can be viewed as
an optimization or machine learning problem, That 15 where
research comes into picture to fizgure out which approach
and technigue is better. Some problems which are
encountered frequently are identified and listed out in this

paper.

A. Research Dirvections in Software Data Analvtics

There are many research guestions that need to be
addressed  related o software  data analybics, These
guestions indicate the scope for research work in those
lines. Some of them are listed below.

« What data and how to analyse the data to address a
particular software engineering prablem?

« How o integrate heterogencous data? Much of the
software data is wnstructured, while some data is
stored in structured format [3].

« Which algorithm is better for data analysis? Do we
need to design a new algorithm for a particular
situation?

« How to customize existing algorithms o suite to
the data, problem and situation?

B. Some of the More Specific Possible Revearch Topics in
the Caregory of Software Data Analytics

1} Project cost and time estimation. Design and use of
hybrid models to predict estimates.

) Building machine learning models using metrics data
and predict the defects and design quality for the
software that 15 going to be deployed, Prediction will
help to know whether further testing is required or not,

1) Building machine learning models wsing source code
and source code analysis data to design test cases and
prioritizing test cases.

4) Building machine learning models wsing source code
and spurce code analysis data for autematic bug repair.
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3) Building machine learning models using coupling data
to predict regression testing effort. Prediction will help
to make decision whether change can be implemented
or it has to be deferred.

6) Building machine learning models for software testing
[401].

71 Bumlding machine learning models using bug data for
defect prediction.

%) Building machine learning models using version data to
predict software maturity index.

Research on software data analytics requires software data.
But, from where to get the data. There are some oplions
available. They are:

1) Use software data from reliable public domain sites
contributed by research groups.

Example: hitp://promisedata.org/repository [41] and
other repositories [42].

2} Lot of software data are available from the sites of
standard open source tools,

Example; Software data on different plug-ins to eclipse

3) Data published in research papers and text books.
Example: COCOMO database containing 63 projects
published in Boehm's text book [43].

4) Create small programs with problems and parameters
related to your research interest. Research findings
based on small size programs need w be justified that
results are in fact applicable to higger size programs
(scalability),

3) Use synthetic data. Synthetic data are “any production
data applicable to a given situation that are not
obtained by direct measurement” according to the
McGraw-Hill Dictionary of Scientific and Technical
Terms. Synthetic data are generated to meet specific
needs or certain conditions. This can be useful when
designing any type of technigue, algorithm, or a
method, because the synthetic data are used as a
simulation or as a4 theoretical value, situation, ele,

C. Research Divections in the Application of
Optimization Technigues

There are many research questions that need o be
addressed related to solving software problems using
optimization  techniques  {“Search Based Software
Engineering™). These guestions indicate the scope for
research work in those lines. Some of them are listed
below.

+« What are the benefits of solving a software
engineering problem using optimization technigques?
Can the benefits be quantified? For example: Test
case design o maximize code coverage. It should be
quantified to indicate how much extra code coverage
is achigved by wsing optimization techniques over
traditional technigues.

« For a particular optimization criterion or criteria
which algorithms perform better? Why?

« Can we customize thie algorithms for better resalis?

« Can we propose new metrics which can be input for
existing optimization techniques for solving a
problem? How these metrics are different?

« Can we create an hybrid algorithm (from existing
algorithms)? Bur, why?

« Can we identify & new problem to which existing
optimization techmigques can be applicd?

= In solving a problem, vse of optimization technigues
versus machine learning models (Software data
analytics). Why the results are not same? Justify.

0, Some of the More Specific Possible Research Topics  in
the Category of Application of Optimization Technigues in
Software Engineering

1) Modular design (clustering) with an aim to reduce
change propagation due o ripple effects during
maintenance and regression testing,

2 Modular design with an aim to maximize cohesion and
mimimize  coupling.  Application of search  based
optimization techniques in design can be found in [44].

¥ Refactoring software design during an iteration in a
sprint of scrum agile process model with an aim to
reduce coupling and to increase cohesion. Refactoring
using SBSE is presented in [45].

4) Test case design for scrum agile process with an aim to
reduce testing time.

5) Test case design with an aim 0 maximize code
coverage and bug detection,

61 Test case design with an aim to maximize bug detection
and minimize testing effort. Some work on test case
design is given in [46].

T) Prioritising the test cases with an aim to redwce testing
effort with same bug coverage. Recent work on
prioritizing test cases can be found in [47].

81 Test case design to detect critical defects [48].

9 Debugging with an aim o minimize the time o locate
the cauwse for the bug, Code, cohesion and coupling
metrics can be used for this purpose,

10 Reengineer the software with an aim to minimize
coupling and maximize cohesion.

I1}Version management with an aim to minimize
redundancy and retrieval time of a required component.

12) During reuse, aiming to identify and retrieve most
appropriate component for a given situation.

|33 Mode]l based testing with an aim 10 maximize the
likelthood of early detection of defects and estimation
of software testing effort,

For carrying out research using optimization technigues
in software engineering requires software (program) as
input. This program can be developed for research purpose
or any free open source ol can be downloaded.

Computational Intelligence initial subjects of interest
are;  fuzzy  systems, neural networks,  evolutionary
computation, and swarm intelligence. But, different authors
of research papers treat computational intelligence as an
umbrella, under which more and more  algorithms,
technigues, and methods are slowly added, as advancement
is taking place as part of basic research and applied
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research. That is how computational intelligence subjects of
interast have growi.

V. CONCLUSIONS

The software engingering problems which can be addressed
by computational intelligence are identified from differem
publications, Some of them are; software effort estimation,
software testing, software defect prediction, software
project  scheduling, software  reliability maximization,
software module clustering, and software maintenance.
Different computational intelligence technigques which can
be used to solve some of the software engineering problems
are surveyed and given. As size and complexity of soliware
syslems are increasing, software engineering problems have
become more difficult to handle. In this context, based on
the survey, it is found that computational intelligence
techniques which include optimization technigues and
software data analytics play a significant role in solving
software engineering problems and developing high quality
software products with low maintenance cost. Based on the
survey, some research questions and research topics related
o software data analytics and application of optimization
technigues 1o software engineering problems are identified
and presented. Research topics indicate  computational
mtelligence in software engincering and its data has
tremendous scope for aspiring researchers.

Detailed research directions for software in the cloud
will be presented in future work., Some of the research
directions in this context are! virtualization, multi-tenant
modeling, testing as a service (Taa%), design of cloud
services user interface, design of cloud computing metrics,
performance testing of SaaS. security testing of Saal, and
architectures for dynamic scalability.
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