
ISSN 2277 – 3916             CVR Journal of Science and Technology, Volume 10, June 2016 

  CVR College of Engineering  31 

Implementation of Memory Controller using 
Cadence Tools 

T. Subha Sri Lakshmi 

CVR College of Engineering/ ECE Department, Hyderabad, India 

Email: rupashubha@gmail.com 

Abstract—The Controller is designed which allows a high 
degree of programmability and interfaces many other 
memory devices which will be very flexible in nature to be 
programmed with other devices. To achieve throughput or 
latency multiple abstraction layers are present. The 
Controller provides the access of memory, executes in parallel 
form which leads to less logic utilization. This type of memory 
controllers are used in double data rate synchronous dynamic 
random access memory. The Memory Controller and Core 
Memory Controller are implemented using Cadence ASIC 
45nm technology. Blocks are tested using ncvlog simulator, 
RTL schematics are generated using RTL Compiler and 
finally GDS-II file is obtained by using SoC Encounter. So the 
proposed Double data rate synchronous dynamic random 
access memory controller works with very less logic 
utilization, route and offset delay. 

Index Terms— Memory Controller, Core Memory Controller, 
Arbiter, ASIC Cadence- RTL Compiler, and SoC Encounter. 

I.  INTRODUCTION

As with standard Synchronous dynamic random 
access memory [6] the design is pipelined and consists of 
various register banks which allows parallel operation to 
achieve higher bandwidth [1]. It performs read, write 
instructions by varying the length size i.e., 2, 4 or 8. A 
double data rate Synchronous Dynamic Random Access 
Memory consists of four register banks where as each 
register bank consists of multiple rows. Further, each row 
is divided into columns and consists of 32 bits of data.  The 
number of rows and columns are reliant on the size of the 
on chip memory. The memory organization with four 
register banks will be executed with single command 
operation. Due to the size of the data bus, we cannot 
perform more than one write or read instruction. When one 
row is performing either read or writes operation, the other 
rows can be pre charge and activated to access the register 
bank. The schematic view of double data rate SDRAM is 
shown in the figure 1. 

A
dd

re
ss

 R
eg

is
te

r

R
ow

 D
ec

od
er

C
ol

um
n 

B
uf

fe
r Column Decoder

Programming Register

Latency and Burst Length

DLL S
tro

be
G

en
.

R
ef

re
sh

 C
ou

nt
er

R
ow

 B
uf

fe
r

Bank Select

Bank 1

Bank 2

Bank 3

Bank 4

S
en

se
 A

M
P

2n
-p

re
fe

tc
h

O
ut

pu
t B

uf
fe

r
I/O

 C
on

tro
lInput Buffer

Data Input Register
Serial to Parallel

64

64

32

Timing Register

ADDR

CK, CK

CK, CK

C
K

, 
C

K

C
K

, 
C

K

DQ

DQS

C
K

E

C
S

R
A

S

C
A

S

W
E

D
M

W
E

i

D
M

i

WEi

DMi

Fig 1: Schematic View of Double data rate 

II. BLOCKS EXPLANATION

A. EXTENDED REGISTER SET 

The Register set [4] and extended register set control 
word formats are used for writing data, which defines the 
specific mode of operation. The extended register set is 
shown in the below figure 2.  
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Fig 2: Extended Register Set  
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B. AHB INTERFACE 

The Advanced High performance Bus Interface is a 
receiver interface as shown in figure3. The bus [3] acts as 
an input for the accessing port to the on chip memory and 
even for all the intellectual property cores which are 
present on the controller. The advanced high performance 
interface informs to the core memory controller about the 
starting location of the data when a read operation 
approaches the bus.  The data is buffered and as soon as 
the interface has started to receive data from the DDR 
SDRAM it presents the data on the AHB bus. As soon as 
the write operation approaches the interface will store the 
data into the memory controller. Compared to random 
access memory, the advanced high performance bus works 
on lower frequencies for that purpose when the data 
appears the data will be registered before the write 
instruction is started. 
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Fig 3: Schematic View of AHB Interface 

C. MEMORY CONTROLLER 

The Memory Controller [2] as shown in figure 4 is 
implemented to support a multiple advanced high 
performance bus receiver interfaces. For this purpose the 
two paths have been separated i.e., control path and data 
path. The core memory controller handles the control path 
and the data path which are inbuilt in each of the AHB 
interface of the core memory controller. The access of the 
data path, control path will be decided by the internal 
arbitrator. Advanced Peripheral Bus is used for the purpose 
of initialization. The memory controller is supported to 
handle multiple random access memory chips and other 
memory devices for the synthesis. 
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D. CORE MEMORY CONTROLLER 

The main purpose for the implementation of on chip 
core memory controller is to control all the command of 
instructions in multiple timings and all the activated rows 
will be present in the form queue. The main feature of 
arbitrator is that it will inform the current operation process 
and the next operation which is going to be executed 
because the activation of the rows will take huge amount 
of time. This function can be possible to activate the row 
ahead when the next instruction is not using the same 
register bank as present instruction. The on chip core 
memory controller divides the burst into multiple 
instructions which are useful to perform the entire burst 
operation as shown in the figure 5. The core memory 
controller also handles the activation of the next rows 
which are going to be executed. 
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E. ARBITER 

As shown in figure 6 it is more advantageous to have 
multiple advanced high performance bus interfaces 
compared to having single bus interface [3], by adding 
more bus interfaces it leads to increase the transfer data 
rate of the device. The arbitrator is implemented by using 
round robin protocol or round robin with priority. The 
arbitrator will decide how many bus interfaces are required 
to implement the memory controller. By using the 
implementation of arbitrator with round robin fashion, it 
supports two advanced high performance bus interfaces. 
This makes the construction of arbitrator very simple 
because any additional functionality block is not necessary 
to decide which device of advanced high performance bus 
interface should grant the access for the current instruction 
if any instructions are in the form of queue.  
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III. BACKEND PROCESS

A. PLACEMENT

The placing and routing were performed by using 
SoC Encounter tools [5] for the 45nm technology TSMC 
libraries to obtain the layout structure for the device and it 
takes 70% of core utilization. The pads (GND, VDD) will 
be surrounded by the core in all the four directions (top, 
bottom, left, right) with subsequent width and length. The 
placement of memory controller is shown as is figure 7.
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IV. IMPLEMENTATION RESULTS

All the blocks are implemented by using ASIC 
Cadence SoC Encounter tool with 45 nm technology 
libraries. Figure 8 shows RTL Schematic of Memory 
Controller, Figure 9 shows RTL Schematic of Core 
Memory Controller, Table 1 gives the pre, post clock tree 
synthesis report when it performs routing and finally figure 
10 shows the IC chip fabrication layout structure which is 
named as GDS II file.  

Fig 8:  RTL Schematic of Memory Controller  
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Fig 9:  RTL Schematic of Core Memory Controller 

Table 1: Pre and Post CTS Report Analysis Report 

Fig 10 : GDS II File Core Memory Controller 

V.  CONCLUSIONS

All the blocks are verified by Ncvlog simulator and 
synthesized by using RTL Compiler and finally 
implemented on SOC Encounter and obtained IC chip 
layout i.e., GDS II file. The main advantage of memory 
controller is high through put or high latency. This type of 
memory controllers are used in random access memory 
devices. It provides layers of abstraction to achieve 
maximum throughput. It can be applied in personal 
computers and storage devices. As future work in place of 
two AHB bus interfaces more number of devices can be 
implemented to improve the performance of controller. 
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