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EDITORIAL

We are happy to bring out Volume 5 of CVR Journal of Science and
Technology. The present volume contains |7 papers selected from the various
disciplines as per the breakup given below.

CSE - 4, ECE -5, EEE — I, EIE - I, H&S — 2, IT-2, Management -1and Medical — |

We are happy to note that, apart from the authors from among the staff
members of our college, there are a few from external academic institutions and
from industry. We wish to thank all the authors for their interest in contributing
to our journal. | am confident that with continuing support from the
Management of the college and growing research culture in the college, our
journal will continue to play a significant role in enhancing the knowledge
dissemination process through high quality papers.

| wish to thank all the members of the Editorial Board for their timely
support. My special thanks are to Sri Venkateswara Rao (Associate Professor,
CSE) and Deepak (Programmer, CSE), who worked hard in preparing the papers
in camera ready form for final printing.

K.V.Chalapati Rao
Editor



CONTENTS

ISSN 2277 — 3916 CVR Journal of Science and Technologyluve 5, December 2013

Pattern language and traditional programming prestfor exporting functionality
Hari Ramakrishna

Heart Disease Prediction System Using CRISP-ADM[Readision Trees
V. Krishnaiah, G. Narsimha, N. Subhash Chandra

Improving the Software Quality using AOP
B. Vasundhara

Digital watermarking — A Multidisciplinary Approach
L. Venkateswarlu, N V Rao

Leaky Least Mean Mixed Norm Algorithm
Mohammed Abdul Nasar

High Performance Operational Amplifier for PipelihAnalog to Digital Converters
A. Anitha

FPGA Implementation of MC-CDMA for High Security Afications
R.. Ganesh, Ch.. Sandeep Reddy

Lifting Wavelet Transform for Super Resolution Ineageconstruction using MATLAB
B. Janardhana Rap O. Venkata Krishna

Design of Higher Order Modulation Schemes for Ogthrwal Frequency Division Multiplexing (OFDM) System

P. Naga Malleswari

A Review on Power Quality in Grid Connected Rende&nergy System
K. S. V. Phani Kumar, S. Venkateshwarlu, G.Divya

High-efficiency Low-power Flash ADC for High-spe&dansceivers
O. Venkata Krishna, B. Janardhana Rao

Biomedical Waste Management in Indian Context
K. T. Padmapriya

Investigation of Ultrasonic Parameters for UltrasdiExposure of 36 kHz on E.coli Culture
M. Srinivasa Reddy and D. Linga Reddy

Determining the most Significant factors in Clagsi§ a Web Site-Users Perspective
B. B. Jayasingh Nayani Sateesh

Moving Towards Agile Testing Strategies
Kiran Kumar Jogu, K. Narendar Reddy

Life Style Diseases
M. N Ramakrishna

Multi Unit Selective Inventory Control- A Three Dansional Approach (MUSIC -3D)
V.R. Girija, M. S. Bhat

CVR College of Engineering

13

18

24

28

36

42

57

62

71

78

82

88

94

98



ISSN 2277 — 3916

CVR Journal of Science and Techggl®&/olume 5, December 2013

Pattern Language and Traditional Programming
Practices for Exporting Functionality

Dr. Hari RamakrishnaProfessor,
Department of Computer Science and Engineerirg,| T. Gandepet , Hyderabad- 500075
Email: dr.hariramakrishna@rediffmail.com

Abstract— A set of programming practices and a model
pattern approach to document and communicate expert
programming tips are presented. Pattern approach is
adapted to the task of exporting functionality. Traditional
development frameworks which are presented in integted
development environment are adopted to suit the
implementation of the presented models. Extreme
Programming (XP) approach for change management is
adopted. The model starts its journey from known shple
techniques to complex models. Such models are usefar
training programmers. The presented models dependn
concepts such as static function , polymorphism, rual
functions, static and dynamic libraries, Object fikes,
managing project work spaces, code COM models, ATand
Active X controls , Simple Object access protocol GAP.
This paper presents a new approach to train the
programmers.

Index Terms— Pattern, Pattern-frames, Frameworks,
Pattern language, Extreme programming (XP), Refactang,
Object oriented primitives, Component technology,
Function classes, Middleware frameworks

I. INTRODUCTION

Software industry is looking for rapid application
with client orientation and
short time span delivery, increasing quality and'€ferred as
technology and®

development mechanisms
withstanding in
requirements.

In this connection, exporting third party toolays a
major role. Using third party tools decreases negstime.

rapid changes

important tasks in such models. Several programmin
practices and styles, useful for such purpose, are
presented as a series of techniques, in the iringeasder

of complexity starting from basic  known concepts.
Extreme Programming (XP) and refactoring also ssfge
such practices.

Extreme Programming (XP) is a software development
methodology which is intended to improve software
quality and responsiveness to changing customer
requirements. It is an agile software processgvibaates
frequent "releases" in short development cyclese Th
approach is intended to improve productivity and
introduce checkpoints at which new customer
requirements can be adopted. Such approaches enable
programmers to withstand and adopt multidimensional
rapid growth and changes in the software developmen
technologies.

The presented models which are experimented in
several applications are adopting such procesJéwy
focus on presenting various techniques in practize
exporting functionality for the purpose of building
function libraries and frameworks, starting from
traditional basic concepts of refining code and pithg
bject oriented concepts. At the end, a new cancep
‘function classes, is presented. Téeep
oncludes with techniques for porting such modwis
upcoming technologies in a simple and safe wayteRa
approach of documentation and communication of
professional practices is advised for such purposes

Development of frameworks for increasing degree of

reuse has become an important focus. Customizafion

such frameworks as per client requirements inceease
Frameworks are different pattern approach for documenting and training exper

importance of frameworks.
from libraries; client code is embedded in framexgor
whereas client code includes and calls libraries.
Frameworks can be classified into three classelyam
‘system frameworks’, ‘middleware integration
frameworks’ and ‘business oriented frameworks’.t8ys
frameworks provide basic reusable environment requi
for the development, middleware integration frameks
provide Integrated Development Environment (IDSY; f
example, Microsoft MFC, Document view architeetur

Il. PATTERN APPROACH FOR DOCUMENTATION OF
PROFESSIONALIPRACTICES

skills was introduced by Christopher Alexander avab
applied in architectural domain [4]. He has pregubs
pattern language consisting of a series of pattéons
improving quality of architectural designs. Thensawas
suggested by Grady Brooch to Erich Gamma, Richard
Helm, Ralph Johnson, and John Vlissides who aré wel
known by Group of four ( GOF ). They found a sé&t o
solutions for problems in design issues which arewn

as design patterns, which are classified as omgai

COM Framework, ATL, .NET frameworks come understructural and behavioral patterns [6]. Microsof0\@
such types. The third class of frameworks focuses oTechnology uses several design patterns for bugjldin

building and exporting business functionality foedson
one or more domains.
increasing quality and decreasing development andt
time.

Exporting data and functionality, and integratimga
assembling modules for

COM frameworks. Programming in Component

Such frameworks help inechnology needs understanding of these desigerpatt

GOV known as Group of Five presented Architectural
patterns. Frameworks are defined as semi contplete
reusable applications, using  patterns for building

building applications are

CVR Colleae of Enaineerir 1
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applications in an efficient way. Frameworks are TABLE .
domain specific unlike design patterns. C PROGRAM FOR MANAGING MATRIX OPERATIOS!

A series of patterns which address a common problenvid main()
are named as pattern language. Pattern languagefisl

for documenting expert skills for communicating and*~ Coiﬂfl_fic;rt[l'g]?c'are data variables >>
training professionals. Coplien presented CH+ int Count, totalNoOfElements, temploc;

programming styles as a set of patterns. The pattek < 2. Code for Initialize variables >>
language mechanism is in use for presenting Based | << 43- Ccoggi(:?;ﬁﬁf‘g] ;hﬁ]'izttoiist'fime”ts >>
programming models._ Coplien says that a good Watte __ = Sode for Perform Soﬁing aperation >>
solves a problem, is a proven concept, descriBes: 6. code for Printing Sorted List >>
relationships, contains a significant human compbne << 7. Code segment for Exiting Application >>
such as comfort, quality of life etc. }
Several pragramming practices have been in use
before evolution of the pattern concepts. As they o )
very common and well known they will be generally For example, generalizing concepts of given C
referred to as primitive patterns. For examp@bject ~Program in the light of reuse, the new concepmely
Oriented Programming addresses several programmifgmplate, — evolved. Templates are created inrakve
issues and presents several concepts and enwinanm!@nguages to store and sort any element typesiseriae
implementation of these concepts. Programmin@rocequres- Fu_rther generalization of conceptdsida
practices and concepts such as Polymorphismtifunc €volution of design pattern ‘Template’.
overload, static functions and data, exception liagd Template is a design pattern ( behavioral patte/w)
inheritance, interface, abstraction, encapsulatioend —Per GOF, Template is intended to define the skeleton of
functions, inline functions ~ and several objedented ~an algorithm in an operation, deferring some stéps
features are reffered to as primitive pattern. subclassesThe Template method lets subclasses define
The main reason to call existing programming femtur Certain steps of an algorithm without changing the
like object oriented features as primitive pattém® use algorithms structure.
them as participating in forming a pattern langudgach

primitive practice has a purpose and design toesalget A PROGRAM IN C Fom T NAGING A SIMPLE LIST
of problems. Giving pattern light to programminglst OPERATIONS
makes programmer understand the specified purpbse
usage of these concepts. typedef struct
I1l. A JOURNEY TO OBJECT ORIENTATION int List[101];

int m_itotalnos;

This section presents the need of object orientdtio | } DataList; _
the light of managing functionality in the Extremg << Define function to perform operation on data >>
P . fd | ti Il | | void ReadDatalist(DataList* Data)

rogramming way of development n small CYCIEs, iq pisplayDataList(DataList data)
refactoring for cI|_ent requirements .and _changevoid SortDataList(DataList* Data)
management (from simple C to C++ ). A simple fgtgp | void AddToDataList(DataList* Data,int Ele)
programming in C for handling requirements of & &g | void Exit)

s . << Write main program which is a client for thed®ove reusable code
elements represented as a matrix is considerechss b o [ TE T3 Program WIS & ¢l vereu

requirement as presented in Table 1. void main()
The purpose of the example C program is to read, ' '
store, sort and print a list of elements of useviah DataList MyData; // Declare List

o . . . ReadDatalList(&MyData); // Read List
Finding the limitations and reconsidering the printf("The input list is shown below \n *): Bfint List

requirements is referred to as refactoring (in Xy the DisplayDataList(MyData); // Sort DataList
process helps in evolving and introducing new SortDatalist(&MyData); // Print Sorted List
concepts. By repeating such process leads to the DisplayDatalList(MyData); // Print List

. . ] Exit();// Exit program
evolution of new programming methodologies anoh
models.

As a next step to the selected example, the foligwi
modifications improve the quality of the prograrithe
new program structure with new changes is predente
the Table 2.

i) Introducing functions, code segment are rduse
ii) Defining a proper data type enables data hbigdi
problems to be handled.

2 CVR College of Engineering
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Refactoring the changed program creates scope fand dependent functions. Object files carry the

new client requirements. implementation code and headed files carry interfac
i) Requirements related to packing data and praesdu function definitions which are exported to the wtieThis
defined on it forming a single entity procedure of exporting functions through objectdilis

i) Techniques for exporting the functionality presented in Table 4:

iii) Addressing Encapsulated issues

iv) Requirements related to configuration of fuocality TABLE IV.

v) Exporting functionality across the process, in a— EXPORTING FUNCTIONS THROUGH OBJECT FILES

distributed environment and over the internet. _ | SERVER PROCEDURE:
These questions raise the need to use objecttedien
features. A simple sample class in C++ is preseirted| i) Define internal functions which have no relevare client and which

. are required to perform client task through integffunctions as stati¢
table: 3. .
functions.
ii) Define interface functions which are exportedthe client as non
TABLE Il static functions
A CLASS IN C++ FOR MANAGING FOR SIMPLE LIST iii) Define prototype of these in a header file dekp the header in g
, OPERATIONS INCLUDE directory.
class DatalList iv) Compile the source file which generates an @Rtension object
{ . file; this can be directed to OBJ directory withitahle settings af
private: _ project workspace.
int m_ List[101];
_ int m_iTotalNos; CLIENT PROCEDURE:
public:
DatalList(void); // Constructor Include the header file in client code and attaud dbject to projec
void ReadDataList(); workspace.
void DisplayDataList(); Use the interface functions defined in header e client code
void SortDatalList(); irrespective of hidden dependent functions.
void AddDatalList();
void AddToDatalList(int Ele);
~DatalList(void); // distracter . .
} (void) The next model presents exporting through statet an
dynamic libraries using special project files. |D#

Microsoft provides projects workspace for staticd an

Typical practices and techniques related to expgrti dynamic libraries separately. The static libraragach
functionality are addressed in the following &&ts. functions to executables at the time of linkingisTtill
increase the size of executables in proportiomé¢tuded

functionality.
Iv. EXPORTING FUNCTIONALITY THROUGH In dynamic Iibrarjes, . the func'FionaIity is attlgdhe
LIBRARIES through a dil extension file at run time. In dynantink
) ) libraries the executable file needs to carry ale th

~The project work space concepts and creating gependent dlls. The lib file generated at the tiafe
directory structure are essential for exportingpyilding the server application carries the dIlpand
functionality. Microsoft Integrated development gther required information.
environments (IDE) provide several frameworks for The dynamic library concept makes the executable
managing project work spaces suiting severajjles lightweight. Large scale applications canlbaded
requirements. The management of directory strecturyith limited RAM as the executable size is very ldw
provides good program code management practicés; it hyge applications, the total functionality suppdrend
also helpful for sharing files across different jpd  jmplemented in an application is larger than the
workspaces. Sample generic directories used frelyuen fynctionality required at a particular time of emtion for
are BIN, DEGUD, RELEASE, SRC, INCLUDE, OBJ, performing task of that time. The operating system
LIB and DEF. Creating proper directory structureais  automatically unloads the unused dlls and loadsired
essential feature of complex projects where sey#ages  d|s dynamically for optimizing the internal memory
of project development share files across projects This model of exporting functionality has another
Sometimes the dlrgctorles are sha_red across Ihtesire advantage; it allows loading required (purchased or
FTP protocols. Visual sources like code managemerfermitted) functionality alone to be distributeddi@nts.
tools also suggest proper directory structure fodec |y case the required dll file is not availableidg run
management where several programmers work in paralltime, due to some problem (or unauthorized usagje,

and share common files for development and bugdixi  operating system will raise an exception and give a
The static dataandstatic functionare known as class message to the user, thus preventing runtimer erro

members. But the token word static representstdini proplems.

scope, which means a static function defined sowace

file exists and extends its visibility to that fikeope only. Implementations of these models needdafihition
This behavior of static functions can be used fokile’ with def extension. A sample def file is preserited
exporting functions across files within a projectthe Table 5. The functions defined in def fileraowill
workspace encapsulating the internal implementatioge exported to the client project. The project spadll

CVR Colleae of Enaineerir 3
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automatically encapsulate the internal details. iribeg
internal functions as static functions is not regdiin this
model.

TABLE V.
A MODEL SAMPLE DEFINITION FILE FOR BUILDING A
DYNAMIC LINKED LIBRARY SCRIPT FOR THE SRC/Srever.fle

FILE

LIBRARY DLLSERVER
;CODE PRELOAD MOVEABLE DISCARDABLE
;DATA PRELOAD MOVEABLE SINGLE
HEAPSIZE 1024
EXPORTS

InterfaceFunction01 @1

InterfaceFunction02 @2

In case of function overload ( same name is used
more than one function with different argumentsje t
name of the functions along with arguments ( gemdra
by the compiler ) which are available in the liyrand
object file will need to be used in definition file

V. FUNCTIONCLASSES

This section presents framework model for exporti
functionality. This is referred to aguhction classes’
The function class is a class which has only fumdior
methods defined without data like interfaces. fiates
classes are abstract but function classes arehsbtaat
classes; they include implementation. In generatlass
has data (to compute the state of object) and rdstfio
implement behavior) that work on data to changectbj
state.
functions with client-oriented features using obje
primitives.

In applications like CAD, GIS we find lot of funot
libraries at different levels. For managing and a¥kpg
functions in a professional way function classesviae
solutions. Several object oriented features (prumit
patterns) can be applied on these classes to nhelse t
libraries user friendly and allow client to configuthe
inherent procedures as per requirements in an Aaxgdo
way. For example if client want to define his omndel
which is used in building the interface functiorent can
do such operations using object oriented featuogs
managing multiple behavior.

Table 7 will present sample code segment requived
export a function class. In the given sample maaas
defined to manage a uniform header file for cla
definition which will present the definition as péne
requirements of client and server. A brief deguip of
function class is presented in Table: 6

CVR College

The function class is coined only to expd

TABLE VI
THE FUNCTION CLASS PATTER-FRAME
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Name Function-class pattern-frame

Intent The intent of this framework is to manage scaatinction
libraries.

Motivation and Applicability Several scalable function-groups
are managed using such pattern-frame models.

Structure The Architecture of function—class frameworkgissented
in Figure 1.

Participants Abstract Function class: This class definesftimetion —
groups.

Function classThis class implements the function groups

bstract Primitive
unction-groups.

This class is used for defining the configuea

f

Primitive Library.  This class is used for implementation
configurable function-groups

Collaboration and consequence$he Function class implements tl
abstract function class which is an interface. Timglementation
depends on Abstract Primitive which is anotherrfatee. The primitive
library which is supposed to implement the abstpitives is used
Jor configuring the function-groups.  The clierdanc add his own

requirements. Sample Code segment for implement&ipresented in
table 8.

q
required in the domain of graphic, CAD and GIS. clSuequirementg

primitive library for configuring the function grpu as per the

re

D

of

ne

TABLE VI
A MODEL CLASS DEFINITION FOR EXPORTING A CLASS

#ifdef BEEPSERVER
rElass __declspec( dllexport) CBeep
| #else
" class __declspec( dllimport ) CBeep
#endif
{
public:
void Interface Function01(void);
void Interface Function01(void);

b

TABLE VIlI
SAMPLE CODE SEGMENT FOR FUNCTION CLASS

class AbstractPrimitive

-

public:

f virtual Line (<<list of argument >>) = 0;
virtual EllipticalArc (<<list of argument >>) =0

t
c

lass AbstractGraphicFunctions
{
5public:
virual
virual
virual

Rectangle(<<list of argument >>)) =0 ;
Square(<<list of argument >>)) = 0;
Polygon(<<list of argument >>)) = 0;
virual Circle(<<list of argument >>)) = 0;
virual Ellipse(<<list of argument >>)) = 0;
};Class GraphicFunction : public AbstractGraphicEtions,
AbstractPrimitives
{
<< Implements Abstract functions and dependAlstractPrimitives
>>
};class PrimitiveLibary: public AbstractPrimitiveStaphicFunctions
{<< Implementation of AbstractPrimitives >>

}

of Engineering
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Function Class

-Nil -

\

< Abstract
Function
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>
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, Vg
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\
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\ Library
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\\L’/

v

—

Abstract
Primitives

Figure 1: Structure of Function class Frame\

The above classes do not have any data membels
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V. MIDDLE WARE FRAMEWORKSFORCREATING
COMPONENTS

The middle ware frameworks provided in IDE allow
exporting functionality in modern and other complex
technical environment in a simple way through acafet
wizards. The COM DLL enables a procedure to export
functionality over COM interfaces which are more
efficient in management but core COM object
implementation is complex. Several frameworks like
Active Template Library for creating ATL objectsrea
available in IDE for exporting over COM interfaces.
Several pattern-frames are designed to handle COM
model simple to use [3]. The SOAP simple objeciasc
protocol is also providing frameworks for exporting
functionality as web services. All these framewoniark
like wrappers over existing traditional models of
exporting. Figure 2 presents a middleware intégnat
framework for exporting object oriented frameworks
using IDE and middleware interaction frameworks for
omponents. The same can be adopted for other IDE
models.

They have only functions. The Architecture of this
function class framework is named as function class
pattern-frame. This is different from the set ohdtion
libraries. Important features of function classnieavork

as compared with a function library are listecolel

i) The Function class frameworks allow user to aune

to the user requirements. As an example, theafsie
above class wants to use the above class, but hes wa
use another DDA algorithm instead of the simple DDA
algorithm both for line and elliptical arc. For @¥ing
this, client will inherit from the abstract-primig class
and will implement the virtual functions.

ii) The client can extend the function class by iadd
some more graphic primitive procedures. In thiscése
client defines another abstract function class. The
abstract-function class of the existing frameworkl w
become abstract primitive for the new extended
framework. This procedure can be used in an iterat
way.

iii) Exporting a class is more efficient than exjing a

set of functions.

iv) These function classes are not objects andy tto

not have state. They exhibit behavior. They catrdeged

as a package of functions.

V) Itis possible to implement these function sseven

in other languages like Java. Any language that
implements Object oriented patterns such as irdrerd
and polymorphism, and supports Dynamic linked
libraries, is suitable for implementing functiormsses.

vi) The Dynamic Linked Libraries make the function
classes loosely coupled with the Applications. il
enable changing the implementation of function sgas
without affecting the client application or modules
thereby making function-classes scalable.

Component
based
Graphic

Middleware
Interaction
framework for
components

v

1

Object
Oriented
Frameworks

—

Middleware
Component
Frameworks

Figure 2: Middleware integration based frameworks
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CONCLUSIONS [10] Hari RamaKrishna, “Application of computer grapghia
) ] ] ) interior design” Proceedings of Conference 1998 at
Various  programming practices for exporting Institutes of Engineers at Hyderabad.
functionality are presented starting from  simple[11] Hari RamaKrishna “Generation of flooring and walher
unstructured first level programming is C. The Imoek of patterns using computer graphics” Proceedings efirst
refactoring for changing to new model as specified National Conference on Computer Aided Structural
extreme programming XP is adopted along with aepatt Analysis and Design, Jan 3-5,1996, Engineering fStaf

way of presentation. The former presented models College of India and University College of Engiriagr
referred to as programming tips are styles anerlatte Osmania University, Hyderabad.

known as pattern-frames. The later models use bbjec

oriented pattern primitives to solve_ the_ p_roblems. AUTHOR'S PROFILE

Presented pattern frame exports functionality insar

friendly way, enabling client applications to cgufre  Dr. Hari Ramakrishnawas awarded B.E in Computer Science
the functionality as per requirement. These modals and Engineering in 1989 by Osmania University, Hgbad,
be further exported to new technologies usingA.P., INDIA, M.S., in Computer Science by BITS PINA
frameworks available in IDE. Some of the patteamfes INDIA and Ph.D. in Computer Science and Engineebigghe

are not discusses in detail as they are beyondcityee of ~Faculty of Engineering Osmania University in “Paite
this paper. The solutions are aimed at trainin anguages for graphic /CAD frameworks”. He has wedrkn

rogrammers for efficient programming related to a oftware Industry for several years developing GrapCAD
prog prog 9 /GIS products using Microsoft environment. He hasu 16

particular problem. Such sequence of models foraldm years of teaching experience. Presently he is wgrkias a

specific problems forming a pattern language isprofessor for last 8 years in the Department of uter
suggested. Science and Engineering at Chaitanya Bharathi tinstiof
Technology, Hyderabad INDIA. He is involved in tdesign
ACKNOWLEDGMENT and development of several graphic frameworks farious
Engineering applications
The author wishes to thank Dr. K.V.Chalapati Rao,
Dean-Research, CVR College of Engineering and also
the faculty of the Department of Computer Scienod a
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Abstract—This paper aim is to average the use of techniques well. The mechanization of this system would beyver
of decision trees, in combination with the managenm useful. Efficient and accurate

model CRISP-ADM, to help in the prediction of heart
diseases. It is widely based on decision trees, amportant
concept in the field of artificial intelligence. Ths paper
focuse on discussing how these trees are able tsiasin the
result making process of identifying heart diseaseby the
analysis of information provided from the hospitals This
information is captured with the help of techniquesand the
CRISP-DM management model of data mining in large
prepared databases logged from hospital day to day
transactions.

Index Terms—Heart disease, Data mining,
Decision tree. CRISP-ADM, etc.

prediction,

I. INTRODUCTION

Accurate and error-free of diagnosis andtineat

implementation of
mechanical system wants a relative study of differe
techniques available. This paper intention is talye
the different predictive/ descriptive data mining
techniques proposed in present years for the dggmd
heart disease.

Classification:

Classification is a data mining functiohat
assigns items in a group to target categories assek.
The objective of classification is to accuratelgdict the
target class for each case in the data.

The Decision tree growing algorithm is mentioned
beneath.

Tree Growing (S, A, y):

given to patients has been main issue decorated ipjere:
medical service present days. These systems produge Training Set
enormous amounts of data which take the form of - |nput attributes Set

numbers, text, charts and images. This data magistom
lot of hidden information which can be use in behihe
clinical decision making. The main inspiration fthis

y - Target attribute
Create a new tree T with a single root node.

article is: “How we can turn the data into usefullF one of the Stop Criteria is fulfilled THEN
information to support decision making by healtiecar Mark the root node in T as a leaf with the maingneral

practitioners?”

A good prediction system for heart disease loan
proved as a better tool for improving the efficigraf a
hospital and clinicians. It is very important fdméian

as well as patients to know the future holds ofrhea

disease patients for planning the better treatm€he

valoky in S as a tag.
ELSE

Find a discrete function f (A) of the input attrtba
values such that splitting S according to f (A)igapme
(v1... vn) gains the best splitting metric.

taking of use of data mining approaches in preserF best splitting metricthreshold THEN
healthcare system is increasing quickly, because thL abelt by f (A)

success of these approaches to classification and

prediction systems has enhanced, mainly in relaton FOR each outcomeof f (A): Set Sub tre¢ = Tree

helping medical practitioners in their decision gk
This article can play an important role in civihigi
patient outcomes, cost reduction of medicine, amthér
advance clinical studies.

Il. METHODOLOGY

Purpose Heart disease prediction using decision trees
uses the one of the prominent models of classifioat

which is decision trees to predict the status afsgmlity
of patient having disease or not using the trainiataset.

Growing 6 f (A) =v; S A, y).
Connect the root node @fto Sub treé with an edge that
is labeled as v

END FOR
ELSE

Mark the root node in T as a leaf with the mostagah
valueyoh S as a tag.

END IF
END IF

Scope:Clinical diagnosis is regarded as an main yehETURN

difficult task that needs to be executed accurateiy

CVR Colleae of Enaineerir 7
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Top-Down Algorithmic structure for Decision Trees
Induction:

The possibility vector has a part of 1 (taeiable
X gets only one value), then the variable is defiasd
clean. On the other hand, if all components arakdoe
level of infection reaches maximum. Given a trajnget
S, the possibility vector of the target attribytés defined
as:

The good-of—split due to discrete attribates
defined as reduction in dirtiness of the targetilaite
after partitioningSaccording to the values vi,jdom(ai):

; dom ;| ey,
Mol 3)=0R(S)- ) —

—z— 0Ri, S))
Fl

Information Gain: Information gain is an impurity-
based criterion that uses the entropy measureirfdrigm
information theory) as the impurity measure

InformationGain{a;,§) =

2

1 ;Edom(a;)

H_\

Entropy(y., S| - = Entropy(y, 05, )

Where:

5 ‘UF%‘S‘ _
15

‘ay:ch‘
5]

%,

cj€dom(y)

The CRISP-ADM Methodology:

The CRISP-ADM methodology is describe in
conditions of a hierarchical method
comprise four levels of abstraction (from general t
specific): phases, generic tasks, specialized taakd
procedure instances

Entropy(y, ) =

52

Reference Model User Guide
N
j] Generic B = check lists
EL L. FER | + questionaires
- + tools and techniques;
[context J /| | « sequences of steps
i . + decision points
\ - pitfalls

Specnallzed
Tasks

dﬁuﬁ

Process
Instances

Figure 1. Four level breakdown of the crisp-dmhoédblogy

The CRISP-ADM methodology distinguish between
the Reference Modebnd the User Guide. while the

8

representation,
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Reference Model presents a fast outline of phdasks,
and their outputs, and describes what toinlca data
mining project, the User Guide gives more thorough
instructions and hints for each phase and eachwikln

a phase and depicts how toaldata mining project.

TABLE 1.
DATASET ATTRIBUTE EXPLANATION
ATTRIBUTE INFORMATION 15 ARE USED.

1. Id: patient identification number

2. Age: age in years (that will be changed to
nominal attribute with values ranging
young, idle, old, very old.)

. Sex: sex (1 =male; 0 = female)

. Cp: chest pain type
-- Value 1: typiaigina
-- Value 2: atypiealgina
-- Value 3: non-amgipain
-- Value 4: asympttin

. Trestbps: resting blood pressure (in mm Hg on
entrance to the hospital)

. Chol: serum cholesterol in mg/dl

. Smoking: (1 = yes; 0 = no (is or is not a smpker

. Fbs: (fasting blood sugar > 120 mg/dl)
(1 =true; 0 4si®)

. Restecg: resting electrocardiographic results
--Value 0: normal
--Value 1: having ST-T wave abnormality
(T wave inversions and/ ST elevation
depression of > 0.05 mV)
--Value 2: showing probable or defirét
ventricular hypertrophy by Esta#teria

10. Thalach: greatest heart rate achieved

11. Exang: exercise induced angina
(1 = yes; 0 =no)

12. Slope: the slope of the max out exercise
ST segment
-- Value 1: upsileg
-- Value 2: flat
-- Value 3: downping

13. Thal :( 3 = normal; 6 = fixed defect;
7 = reversibkfett)

14. Overweight :( yes =1, no=0)

15. Alcohol intake: (Never, Past, Current)

The goal of our project is to establish a standadli
process which can be reliably performed by marketin
people with only little data mining skills and littime to
experiment with different approaches.

CVR College of Engineering
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Figure 2: clinical task
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Figure 3: class diagram

Use Case

| LoadDataset |

LEuMdC\asS\ﬁerTrse:

,,,,,,,,,,,,,, =

=<includes>>
************* > populating

romnmecrmomeelE
<<includes>>
PredictDisease |~ P

checkstatus

Figure 4: use case diagram

The above use case diagram has user as ati®r. T
user first selects the document set on which the
classification must be performed by clicking theodd
Dataset” button. The user can then go for a clasasion
model build based on the loaded dataset. Onceataset
is built new patient details (symptoms) can be reate
through the predictor frame. Once the predictor is
appropriately populated he can then know the stafus
the heart disease.

Sequence Diagram for Loading dataset file

MainGUi | [ JfileChooser | | fileLoader | BulferedReader

loaddataset
™

< return FileDialog

browse file
i datasetloaded
i successUllY 1 getabsoluteFilePath
Zinputiile
e |

return frue

Figure 5:Sequence Diagram for loading dataset file

The above sequence diagram how the different
objects come into existence while loading the datas
from local or remote system. Once the instance ainM
GUI is running the user clicks the load datasetdmuand
get a J File Chooser which is used to browse ferfile
we are interested in. Once we are done with chgatia
file File Loader object will load the file into thmemory.
Using the Buffered Reader object we read the ingtsin
of dataset.

Systerm

loadDatasat
builldClassifier
Tres

Figure 6:Activity Diagram to get the disease statigatient

* CVR Colleae of Enaineerir o]



ISSN 2277 — 3916 CVR Journal of Science and Techggl®&/olume 5, December 2013

IV.IMPLIMENTATION
q‘est_Case_id: 01

The above activity diagram has user as actbe T
user first selects the document set on which th
classification must be performed by clicking theodd
Dataset” button. The user can then go for a clasasion Test_Case _name Check whether the application
model build based on the loaded dataset. Onceatase& main window is executed and displayed properlyair n
is built new patient details (symptoms) can be rete Assumptions: Everything is ok with the IDE and gav
through the predictor frame. Once the predictor iguntime system is installed apriori.
appropriately populated he can then know the stafus Procedure: We need to run the main program which is

the heart disease.
‘DecisionAlgo
r I

10retum Classname

9.predict

DecisionTree

5.predictinstance
B.retum AttributeFrame

Suceessfully

7.5ubmit
Attribute
Values

Figure 7: Collaborating Diagram for Predicting titass label of an
instance.

¥ predict
Attribute
Values

The over collaboration diagram shows the diffiere
objects come into existence user is trying to mtethie
class label of a particular instance given by usas
already entered the details of a new patient

thalach
\
{ trastbps \

g S

1 thestpaintype

=1

dcoholintake

Figure 8: ER diagram
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name after “Main GUI. Java”.

Expected ResultThe Frame is displayed properly.
Actual Result: The Frame is displayed as intended.
Status: PASS.

Disease Prediction Through DataMining

e s W e T
|  LoadDataset | | BuldClassifierTree |

PredictDisease | | status

Figure9: Test case 1

Enter passuord: &%
lelcone to the MySQL monitor. Conmands end with ; or \y.
four MySQL connection id is 67
ruer versiont 5.1.28-rc-connunity MySQL Community Server (GPL)

Tupe ‘help;’ or "\h' for help. Tupe “\e' to clear the huffer.

ysql? use majorprojects
Database ¢hanged

ysgl) select * fyon predictor;
mpty set (8,08 sec)

sl select * Fron diseasepredict;
Erpty set (808 sec)

Figure 10: Test case 2
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Test _Case_id: 02

WL selet * oon g

- e

Test_Case _nameCheck the status of database tables o |yt |t bl { s ety | | e
when no_records are available. . ot {ooal | b g ool high e t
Assumptions: The database software we are usirggWly e
is properly configured and the database and tahles
accordingly created with no default values initiall

Procedure We need to click open”"MySqgl” command
prompt and check the status of tables with the yquer
“select * from predictor”.

Expected Result At the start of the execution the
query should show “Empty Set”".

Actual Result: The query resulted in “Empty Set”.
Status: PASS.

B2 H1eart disease prediction H=E Figure 12: Test case 4
age a7 | thatacn lisg
aEx [mate [+ exang pes — I+] Test_Case_id: 04
chestpamtype [y angina |~/ overwewnt  |ne T=| Test_Case _nameCheck the status of database tables

“diseases predict “when the patient status is ptedi
Assumptions: The database software we are usinggMyS

trest hps [156 | slope mat [~]

o lz20 = is properly configured and the database and tadles

e = = LR accordingly created with no default values inigialAnd

restecy lnoomel i slcoholimake jnever |x by successfully enter the values using the predictone
e | —— which is opened by clicking the “Predict Diseasatton.

And user wants to find the status by selectingdfatus
button.

Procedure We need to click open”"MySqgl” command
prompt and check the status of tables with the yquer
Test Case id: 03 “*select * from disease predict”.

- - ) Expected ResultThe query should show tuples list

Test_Case _name Check whether the “Predict 5ccording to patients.

Disease” button is working properly or not. _ Actual ResultThe query resulted in some tuples.
Assumptions: Everything is ok with the IDE andgav statys: PASS

runtime system is installed apriori. And the mamses of

“Main GUI java” is successfully run and displayseth V.CONCLUSION

frame. A dataset on heart disease is loaded sdullgss

And a Classifier is built. At the present days, the decisions takgn

Procedure: We need to click on the “Predict Distase€xperts and practitioners from many different bhreascof
button. action must be rapid, accurate and with the passibl

Expected Result The Predictor frame can open uplowest level problems caused by these decisiond. No
where we can give different attributes of hearkt With position this fact, due to the difficulty o&dtors and
symptoms. And a Dialog box should open up to shmv t methods, specialists are level to making incorrect
unique id of the patient. conclusions in their work. Based on the impleméoitat

Actual Result The Predictor Frame opened up Of our proposed decision tree, and the test resuita
successfully where we can give different attributds Sample actual database, we conclude thatdeesion
heart attack symptoms. And a Dialog box open tonsho trees with a criteria for data mining help in dems
the unique id of the patient. making, particularly in the managing of large data.

Status: PASS.

Figure 11: Test case 3
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Abstract - The goal of software engineering is to solve a
given application problem by implementing a softwae
application system. Programming languages are
important in software engineering. Ever since the dvent
of high-level programming languages, improvementsdve
been motivated because of the need to build better
software more rapidly. Concerns exist at every levef the
system development process. The goal of modulariza
is to build application software that is maintainabe and
reusable. To implement such concerns we need to uae
programming language that supports modularization.All
the software engineering methodologies are expected
recognize the concerns of a system like the aspextented
software development (AOSD). AOSD additionally also
classifies each of the concerns identified. Concesnn a
system are of two types, core concerns and crosstting
concerns. Core concerns make up the primary structe
of the system. Cross-cutting concerns are those amrns
that spread throughout the system. A major objectie in
software engineering is to increase code reuse inew
systems as reuse saves development time. We can tiee
aspect-oriented programming (AOP) technique to
improve software quality characteristics including,
correctness, reliability, reusability, usability, dficiency,
extendibility, timeliness, easy to use, etc.

Index Terms - AOSD, AOP, Software Quality, AspectJ,
Crosscutting Concerns, Join Point, a Pointcut

I. EVOLUTION OF SOFTWARE ENGINEERING
CONCEPTS — MODULARIZATION AND REUSE

The increasing intricacy, configuration
adaptability of real-time systems have become angtr

motivation for applying new software engineering

principles, like aspect-oriented developmeAOSD

improves the existing programming techniques b)p

allowing the identification and description of cengs

that crosscut many modules of the system. Applyin
AOSD in real-time application systems reduces th
complexity of the system design and development.
AOSD provides a way for a structured and efficient

way to handle the crosscutting concerns in theegyst

We use AOP, a method for improving separation o
concerns in software [1]. AOP is built on preceding
and object-oriente
programming which have already made substantidl"
improvements in software modularity. The idea bdhin
though the modularity
mechanisms of object-oriented languages are extyeme
useful, they are essentially unable to modularite a
concerns of interest in complex systems. To achievi

technologies, like procedural

developing AOP is that,

this, AOP deals with crosscutting aspects of aesyst
behavior

CVR Colleae of Enaineerina

as isolated as possible.

Software modularity is a software design technique
that builds the modules by breaking down the pdssib
program functions [2]. Each module devised handles
one of the many functions. Each module represents
each of the separation of concerns, and thus ingsrov
the system maintenance by enforcing valid boundarie
between the concerns. Aspects help in achieving
increased modularity of the system and separatfon o
concerns. Separating the functionalities as modules
helps to control the system complexity. Software
systems are conceptually complex by very naturd, an
increasing their complexity in the implementation
means increasing the expense and the probability of
failures. The code needed to integrate a complex
implementation is expensive. The cost would be even
higher if new features are to be added as and when
required. Mostly adding new feature implies deep
changes in several parts of the application
implementation. So, we have to single out the mesiul
that will implement the core business functions Hrat
justify the design and implementation of software.

II. DRAWBACKS IN OBJECT-ORIENTED
PROGRAMMING

An application may have some functionalities
crossing it transversally, called as crosscutting
concerns A crosscutting concern is an independent

and entity that crosses other functionalities of sofeva

Common crosscutting concerns include security ef th
system, logging across different functions when
encountered, the transactions management, tracing,
erformance, synchronization, exception handling, e
Such crosscutting concerns, if implemented onlyhwit

bject-oriented programming (OOP), resultsairbad

atching between the core concerns and the modules
that implement the cross cutting concerns. So, when
using OOP we are forced to deal with the execubbn
the crosscutting functionalities in separate mosiued

{urther there may be a need to add other related

modules or modify the existing ones. Therefore, it

&Jecomes necessary to modify the code in which these

odules are used. This is undesired, but a negessar
matching that the OO implementation unavoidably
brings with it.

The crosscutting concerns in OOP gives rise to the
problem of scattering code, due to the transvaysafi
gwe crosscutting concerns that are implemented in
classes. In such situations, AOP provides support to
OOP for wuncoupling modules that implement
crosscutting concerns. AOP’s purpose is the separat

13
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of concerns. In OOP, the fundamental unit is tleesg! concerns with minimal resources, the real-time
while it is an aspect in AOP [1The aspect contains the application systems use different techniques which
implementation of a crosscutting concern. Codanvolve a number of modules of the system. This esak
scattering appears when the application functibnai it mandatory to use approaches like AOP.

scattered due to its implementatiorseparatenodules.

Code tangling takes place when a module has tolV. USING AOP FOR REAL-TIME APPLICATION
manage quite a lot of concerns at the same, titke SYSTEMS

logging into an application system. With an OO eyt : : . L
code tangling and code scattering can occur, thus The functional perspective of real-time application

causing the system to have duplicate code andtresul fry]/stemlstgan be devel:?ped Il.JkS'ng %or(;velz_nt|ona:_QGPl , bu
functionalities not being clear. € real-ime perspectives 1ike scheduling poll

AOP s a programming concept that is based on th ynchronization mechanisms are better implemented

identification and separation of both the core anous'rt]g AtQP' The tpurpc:jsel 9f AOP |stt_to provide
crosscutting concerns of software. AOP is an exbens systemalic means 1o modularize crosscutling coscern

of OO paradigm, in the sense that it provides nev(/o‘cif IS at?] approach |fn thc|js dwzct(ljon,_ Wh.'Ch attes%ptb ¢
constructs for the modularization of crosscuttingac Ieve the resuse of code and design in a muderbe

concerns. The main objective here is to define anf'dy than OOP. Aspect-orientation is used in reaitim

implementation methodology using AOP to achieVeappllcatlon systems for distribution, timelinessdan

: : : dependability domains [1].
better software with better quality [2]. With AOthe e .
crosscutting functionalities are extracted from @@P i Vr:/e_ o P? AUl Og tt)en(e)fgstlnh using A_Ic_)h
implementations and applied as advices where they a echniques when compared 1o echniques. €

actually executed. In OOP, we develop the code fcprimary benefit of this transition is the increased
every module where a ,functional component iEmodularlty. As concerns ha\{e been separated, the
encountered. While in AOP, an aspecbde is system's modules that were implemented to solve a

developed and injected into the right locationstraf given concern are not tangled with calls to modthes

base program using an aspect weaver. The main faim deal with unrelated, cross-cutting concerns. Atkese
an AOP language, like AspectJ, is to rﬁake suretHeat cross-cutting concerns are not scattered and are

aspect code and non-aspect code run together in packaged Into a SEle metlies, Th's’.'n LY has
coordinated way using the process called aspe several benefits throughout the software life-cyslech
weaving as increased maintenance and reusability. An aahaiti

benefit of aspects is that of a reduction in thee sif
I ISSUES IN REAL-TIME APPLICATION cod_e. As_aspects_ collect commonly repeated code int
SYSTEMS advice with a pointcut to where that code is refeyva
the code-base will be smaller, when aspects ard, use
The correctness of a real-time application systenthan when they are not used.
depends both on the correct result produced by the The key problems a system designer would face
computation and the time when the result is produce during the aspect-oriented design process inclhée t
Hence, enforcing timeliness is essential to theralle identification and classification of concerns, iegtthe
correctness the system. The increasing complerity iconcern designs, reusing them, designing the concer
the design, adaptability and performance of atieed modules, and refining the AO design. A standard
system prompts us to use new software engineeringspect-oriented design process is an extensible,
programming methodologies, like AOP. Using AOP,customizable and independent process which is teasy
the modules or concerns identified are incorporaterl  adopt. The existing literature describes less altioait
the program through interfaces. aspect oriented design processes in use; we can
Software reliability depends on system requirementsevaluate and validate the aspect oriented desigreps
good design and implementation. A system faildsf i by applying it to case studies. Examples of thesgro
behaviour is not consistent with its specificatite  cutting concerns include logging, exception hargllin
applications that need systems to maintain a piasle  security.
and correct functionality even in the presenceanits The code to employ features like authentication,
include online banking, mobile commerce, etc. For authorization, logging, exceptions, etc., is fratgle
system to be dependable, it must be availablgghielj scattered across the whole application. This wiluce
safe, and secure. Software may undergo sever#te consistency, sustainability and quality of wafte.
upgrades during the system life cycle. These upgrad These characteristics are called crosscutting coacé
enhance the software reliability by re-designingrex is difficult to modularize the crosscutting conceras
implementing the required modules. Further, newthey affect multiple functions and modules in the
unexpected problems may arise. The two mairsystem. The AOP allows the localization and
concerns that have to be considered when designéng modularization of crosscutting concerns, thereby
real-time application systems are the timelinesd anproviding another level of abstraction called aspec
criticality of the system. Additionally, we need #tso While we are aware that crosscutting concerns can
consider that the systems are bounded by limitedccur in various software systems, not much is know
resources. To achieve the criticality and timelines on how AOP and in particular Aspect] have been.used
14 CVR College of Engineering



ISSN 2277 — 3916 CVR Journal of Science and Technology, Wb, December 2013

Several studies encompass the capabilities of A®P the function code that needs changes. The aspdet co
improve the modularity, customization, and theis weaved or inserted wherever needed in the syatem
evolution of software, but less is known about howcompile time or at run time. AOP modularizes the
AOP is used. Modularization of the crosscuttingcrosscutting concerns by encapsulating the replicat
concerns of a software system will persist to be thscattered and tangled code into aspects.
source of initiative for progress in software The assimilation of base code and aspect code is
engineering. called aspect weaving. The source code weaver merge
For a system concern like security, first we ne®d tthe original source code with the aspect code. The
check for the users who attempt to access unas#tbri aspects are interpreted and combined with the main
data, and secondly prevent users from declassityiag program code and submitted to the compiler. Athés, t
data. If we use the OOP approach to implement théhe compiler will generate the intermediate or niaeh
security concern, it will result in code scatteriagd language output.
code tangling, and its implementation will be weak.
This weak implementation of security concern can be VI. ASPECTJ AS AN AOP LANGUAGE

because of the intrinsic design of the system or a . -
program error. The AOP approach using AspectfaASpeCt‘] is the most popular among the existing AOP

language presents a strong implementation of dgcuri nguages [2]. AspectJ IS an easy and conveniert A.O

concern [1]. This reduces the load on the prograrame language ar_1d IS an extension to 35!"3 programming
to correctly recognize the positions in the basdeco Iangua?e Wléhlsqtme r;ew progfr?rr]nmlng etler_ni_ entt_s. It
where authorization is necessary. This can be aetiie supports moduiarity and reuse ot the aspects :

using AspectJ which is difficult to achieve usin@®P Mostly crosscutting - concems implementation in

language like Java. Even if the OOP concept prevale QsEec_tJ IS dy:amut: [3] tTO tr(\deslgn a ;:rosvmscuttlng
normal way to implement security concern, it does n ehaviour, we have to identify the join points where

really prevent any security flaws caused by badévam to add .or.t_mltladify _tthe behaviourt. :’o ?ﬁply SE:jChI
program coding or poor system design. esign, we initially write an aspect for the module

Aspect] offers improved separation—of—concernéde.m'f'ed' Next, within the aspect we write the
(SoC) in the system design phase, better encajmsulat pointcuts to capture the required join points. Fjnave

and also makes the implementation much cleaner th ild an ad_V|ce for e_ach pointcut. Within the aevic
Java [5]. ody we write the action that is to take place witen

corresponding join points are reached. For instaimce
the implementation of the logging concern affectsrg
significant module in the system, the authorization
concern affects every module with access control
A concern in software engineering means, a goakequirements, and the storage-management concern
functionality, or a requirement. The modularity affects every stateful business object. We start by
mechanisms of OOP languages are useful, but trey acreating the aspect that encapsulates the logging
essentially unable to modularize all the concems iconcern. Next, we write the pointcut within the estp
complex systems that involve more functionality. RO that captures all join points where the operatians
attempts to achieve the reuse of code and design inperformed. Lastly, within the aspect we write anie€
much improved way than OOP [3]. Therefore, AOP isfor the pointcut concerned, where we print the ingg
more appropriate to implement the crosscuttingstatement. Since the logging code lies inside the
concerns with better modularity. A software develop logging module and logging aspect; clients will no
can use AOP language like AspectJ to isolate tlke co longer hold the code for logging. We find that the
for implementing concerns like logging, securityc.e  logging requirements are mapped directly into @lsin
which otherwise are present at different locationthe  aspect. With such modularization, changes to the
base code. AOP achieves a more direct correspoadeniogging requirements will affect only the logging
between design-level and implementation-levelaspect. So, using AspectJ the core modules will no
constructs, which leads to improved code qualitjcivh  longer hold calls to the logging services.
results in the reduction of the cost of designing, There are crosscutting concerns that are not well
developing, and maintaining complex softwarecaptured by the traditional programming methodaegi
systems. [5]. This motivates us to use AspectJ. Let's coasior
AOP enhances the abstract degree and modukxample, the performance of a security policy in an
character of software, which can improve theapplication. We know that security concern cutossr
expansibility, reuse, easy understanding andn application. The security policy should be
maintenance of software and enhance other factoronsistently applied to any improvements as the
influencing the quality of software. The required application advances, and also the security pdd&ing
methods codes are described within the aspect wheepplied may itself progress. Identifying such
the code executes instead of a class. Whenever tleeosscutting concerns in a closely controlled way i
aspect code needs changes, there is only one placemplicated in a long-established programming
where we need to alter it. But, in OOP the softwardanguage like Java. The advantage of implementieg t
developer will have to trace all the classes emiplpy crosscutting concerns in AspectJ over Java is that,

V. OVERVIEW OF AOP AND COMPARISON WITH
OOP
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organization, evolution and implementation of theconsiderable reduction of about 3% in the AOP wersi

crosscutting concerns is easier and more stable. when compared to the 9% in the total code sizdnén t
OOP version. When crosscutting concerns are
VIl. APPLICATION OF AOP TO REAL-TIME homogeneous, aspects considerably reduces the
APPLICATION SYSTEMS redundant code fragments.

W that th - f Lt It is found that there is an improvement in system
€ are aware that Ihe precision of a real- Irnemodularity after the concerns are written as aspi&gdt
application depends on the consistent result pres This results in an increased consistency of funstim

and the mstant_whe_n t_he results are. produceqhe system and a significant decrease in coupling
Therefore, enforcing timeliness is essential foe th between the crosscutting concems. In  the
overall correctness of a real-time application eyst implementation of case studies we observed that the

[4]. The .aspects created represen.t the crosscuttin'gO approach supports code mobility, usability and
concerns in the system. The aspects improve therays usefulness [3]. It is found that the Aspect] soluti

Qupports improved modularity because it reduces the

the concemns. Aspects are incorporated in the aoftw overall coupling between the concerns. We know that

through interfaces [4]. AOP approach is appliedaee for a software to be good, it should be flexibleta&e

studies like Online Banking System and Shoppinqn necessary modifications through less effortthié

Catalogue. In par_t|cular, the_ concentration Is Oncrosscutting concerns identified during software
exception handling, logging, authentication

L ; o 'development are well modularized and implemented
authorization, etc., as they contribute to thecedficy P P

and reliability of these application systems. Thé&sh- using Aspect, we can accomplish the desirable

software qualities like code stability, volatility,
based systems need to use advanced technologyeto ghwaintenange etc y y

the option of evading the time consuming and paper o design stability is assessed in Aspect]
based features of conventional business. Thistsesul implementations considered. The design stability is

managing the transactions more quickly and effityen found mainly when the modifications were made in a

fC.onleJ_mers |n§|ght ‘ of ~security, da(;]curagy, usert- articular crosscutting concern. These modificatiare
ren ;.n?st’ tan fpet[lormance s%ee h as .ectc_)me ore simple to apply and less intrusive. The effact
essential factors for the success of such appieati overall Aspect] maintenance time mostly decreases.

An or_wline ba_nl_<ing system is the technology which he study shows that AOP especially AspectJ, pesvid
helps in avoiding prolonged and paper base ore support in the software evolution and

characteristics of conventional banking, and thﬁrebmaintenance than other solutions. Application
manages the business more efficiently. This apidica development time using Aspect] is found to be less
system allows us to connect to a bank through thﬁwan other language implementation

Internet to view our accounts, credit, debit arsh$fer With new language constructs, Aspect] proposes

][T!ongl){, ete. (;I'ran?actlon Se?fl.”.'ty’ accurtiz%.useﬁwodern ways to implement traditional programming
riendliness and performance efficiency are i hechanisms.  For example, the case study

fa;;:tlcgrs; for tr;]e suclc_:es.?t of online t;_ankmg. Qléja“tyimplementa‘tion applies aspects to modularize the
attributes such as reliability, response time, 8gcan exception handling concern. It is found that Aspect
availability are stringent system requirementsdioline

; . : .~ .. offers improved support for implementing exception
banking. The Online Shopping Catalogue appl'cat'orhandling.ﬁt is obsefvped that whzn excepgon hausﬂli

Erowdes Web ac:c:esst to yanomes_t items. f‘ ?ijﬂiﬂ CaBoncern is non-uniform and complex, then use of AOP
rowse a range of categories of ltems, selec 2 does not give the desired returns. The AOP

items o the catalogue_ and finally che_ck out, de th.implementation of exception handling concern reduce
payment and get the items. The requirements of thlﬁﬁe code to define the exception interface and avgs
application can be considered as cross-cuttingeroisc the separation between the base and aspect code.
Effective join point representations have to be
VIIl. RESULTS developed for more robust handling of the exception
AOP especially Aspect] can have a considerablBandling concern [4].
affect on the program code size of an applicatign b The advantages and restrictions of AOP, in particula
removing the code scattering and tangling [2]. Aspe Aspect] depend on the criterion like the software
can be expected to reduce the program code volyme tperformance, application code size, system modylari
better code reuse and by reducing the code replicati Software evolution and language mechanism. After
There is a considerable decrease in the codevaluation of the application of AspectJ in ourecas
redundancy. The 35-40% drop found in the codeisize Studies the behaviour of the above criteria is [5]:
by separating the major functions of the system as Performance: The results show that AspectJ gerserate
aspects. There is lesser number of methods andraso positive outcomes with respect to the execution
program control flow is simplified [4]. While performance of the application systems because of
evaluating the Aspectd model for exception handling better response time and minimum use of memory.
implementation, it is found that there is a declim¢he < Code size: Aspect] shows considerable decrease in
number of lines of the concerned program. Thera is the volume of application code, because of the
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separation of crosscutting concerns. Accordinchto t REFERENCES
results, there is a noteworthy decrease in theatlver [1] D. Zhengyan, Aspect Oriented Programming Tet

appllcatlpn code VOll_ng by 40%. . . and the Strategy of Its Implementatidine Proceedings
* Modularity: Modularity is very prominent, especiall of the International Conference on Intelligenceefice
in Separation of Concerns (SoC). and Information Engineering (ISIER011, pp.457, 460,
* Evolution: AspectJ has the capability to adapth® t 20-21.
incessant modifications in the user needs an@l2] T. Zukai, P. Zhiyong, Survey of Aspect Oriented

functioning conditions. The outcome is positive in ~ Programming LanguageJournal of Frontiers of
evolution context. Computer Science and Technolpg910, vol.4, no.1, pp

1-19.
3] M. Ali, M. Babar, L. Chen, K. Stol, A systematireview
CONCLUSIONS = of comparative evidence  of g aspect-oriented
AOP has an optimistic impact on the software  Programming, Information and Software Technology
development process and improves the appIicatioF 2010, vol.52, no.9, pp. 871-887. _ _
software quality. The more the crosscutting consernl4l Clark S and Baniassad E: Aspect Oriented Analysts a
are isolated, the more effortless it is to carryt ou ;)ggggn—The Theme Approachddison-WesleyMarch,
changes_ 'OC‘."‘”V- Its .‘aﬁeCt on COgnit.ic.m and larggia [5] EIradl T, Filman R, and Bader A: Aspect Oriented
mechanism is less likely to be positive. Aspectd ca

. , Programming.Communication of the ACMpp.29-32,
improve a system’'s performance where ever the October 2001/vol.44. No 10.

crosscutting concern context is alike. [6] Introduction to Aspecthttp://eclipse.org/aspectj/doc/

We observe improvements in the facets of Aspect] released/progguide/starting-aspectj.html
language evolution which includes volatility,
extensibility, code stability, maintenance. Aspeloas
the potential to develop evolving real-time apgia ABOUT AUTHOR
systems software whose maintenance is easy. A@P is
capable approach and a solution to the problems wg
face in conventional programming approaches
However, the solution presented by AOP necessaril
may not come out well in terms of lower compilation
time and less memory usage [4].

The basic concept and programming idea of AspectJ
elaborates the software development approach lmsed
AOP [3]. AOP has many works that need to be
completed in future applications. The support
languages need to be further enriched and their
accuracies ensured, and more tools should be dttalie
support AOP and fulfil the demands in various ssage
from software design to maintenance. In view of the
increasing software scale and complexity of sofewar
structure, the software development based on AOP
technology would certainly play a more important
function. AOP has remarkable prospective for
constructing software for future applications. Agde
compiler (ajc) needs to do more work than a puxa Ja
compiler, so it is likely to take a little more ®@mto
compile an application. The small performance
overhead caused is because of the need to andlgze t
classes, to see if any advice code needs to benwove
into them.

Ms Vasundhara is working as Associate Professor at
MS School of Informatics. Her areas of interest ar
Software Engineering, AOP, and Operating Systems.
%he has done her M Tech (CSE).
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Abstract: For the last six decades, Digital Watermarking, —authentication of ownership, buyer-seller inforroati
as an art of hiding information in a cover or hostimage  etc. are one-way tools for Digital rights managenian
_has_ dr_awn much_ attention of res_,earchers from acadeid  the internet era. Information hiding, or steganpbsa
institutions and |ndus_try._ Espe_ually _after 1990, agood has a broad range of applications from copyright
number of the publications in various Journals and protection and transaction tracking, to broadcast

seminars proves the fact that the issue is considat in itori dat inteqrit thenticati d
various disciplines with common goals and applicatins monitoring, ata Integrity, —authentication —an

such as authentication and copyright protection irthe era  fingerprinting. Thus, watermarking has become aomaj
of internet. Many issues such as embedding in and Slgnlflcant research activity In multimedia
transformation domain, attack models, capacity isses, processing, leading to the standardization of GPE
and applications have been addressed mainly becausé 2000, MPEG-4, and digital video disks etc.[1].

its multidisciplinary nature. This paper briefly br ings out

the issue of watermarking in the perspective of diérent Il. DEVELOPMENT OF WATERMARKING
disciplines like Communications, Information Theory,

Signal Processing, Human Visual system, Coding Theg The development of Watermarking in theory and
Cryptography, Mathematics and Statistics. Practice can be noticed by the following factors.

Even though the concept of electronic watermark was
initiated in 1940’s, the actual momentum gained in
1990’s. Since then the number of papers published o
the subject are exponentially growing. By this time
I. INTRODUCTION few thousands of papers are made available in @sirn

and conferences. Professional Societies under IEEE

AIm_OSt for the last SIX (_Jlecades, resegrch anF’ave been publishing papers and special issudwin t
experimental work on digital watermarking has agazines and Transactions such as Communications

been going on, as evidenced by a good number agazine, |IEEE QURNAL ON SELECTED AREAS IN

publications in international journals and . . .
. Lo COMMUNICATIONS, Signal processing Magazine,
conference proceedings. Majority of the

: . . ultimedia, Securit and Privacy, Computer,
conferences held every year on multimedia, sign . y . y puter
processing, communications and other allie roceeding of IEEE, Transactions on Image Procgssin
themes ha’ve been organizing regularly a Speciglransactions on Instrumentation and measurement,
track on this watermarking under multimedialnformation Theory etc. Some of these publications

security. Academic institutions and researcHegularly carry featured articles on Watermarkiny.

watermarking with theoretical models and limits.SELECTED AREAS IN COMMUNICATIONS and of

It is observed that a few thousands of papers haee FROCEEDINGS OF THEEEE, IEEE Signal Processing
been published on various issues onvere devoted to copyright and privacy protection or
watermarking. Steganography or InformationDigital Rights Management (DRM). The other
hiding has emerged as a potential research areaghav publishers/ magazines include ACM, IEICE, Electooni
ample applications, very relevant in the preseat®™ |maging, EURASIP, and ELSEVIER. International
internet through which digital t_ransmigsion has meeWorkshops on Information Hiding have been held
made very easy. These potential applications sech allegularly since 1996, with special sessions ontaligi

copyright protection for digital media, watermargin . . .
fingerprinting, steganography, and data embeddind’,"atermark'ng or Information Hiding for DRM.

Index Terms. Watermarking, Communication theory,
Information theory, capacity of watermark
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2.1 First 50 years of electronic watermarking(1954 Perhaps a key reason for the rapid work and
2004) [41]: enthusiasm in this field is the fact that digital

The very first work on watermarking can be tracedvatermarking is inherently a multi-disciplinary top
to the patent bfEmil Hembrooke, “Identification of that builds on developments in diverse subjectddna
sound and like signals”, US Patent 3,004,104 File§ommon objective.
in 1954, issued in 1961. Since then for the firsB.1 Watermarking and communications:

fifty years, a ery good and promising trend has been Even a general examination of any watermarking
observed especially in the International scene.r@ur scheme reveals the idea that there is a significant
the next ten years there had been a momentugimilarity between the  watermarking  and
significantly in Indian universities in terms offgished  communications. Just let us see how a communication
papers Cox et. al [4] observed an exponential growthsystem works. Specified information is introducatbi
since 1995 at an average of 200 published papers p& communication channel, which is also known as
year in many reputed Journals and Magazinegommunication medium. The transmitted informatisn i
mentioned earlier. Organizational support is aisthle  received at the destination by the receiver. Bt
as Universities and companies like IBM, HP contthue main goal of communications is to receive the
a continuous research towards product standardizati transmitted information with high reliability, wittut
of watermarking. much distortion. Similarly watermark is additional
2.2 Generic Information —Hiding Problem: information embedded in a multimedia like an image
) ... (communication Channel) and transmitted. It is &0 b
In general steganography or Information Hidingeyiracted at the receiver end without any quality
problem can be stated as a process in waiaessage yeqradation. Both need robustness and reliabilitfie
is to be embedded in a host data set, and thetirgsul coqe of attacks on watermarked media is viewed as
data may face data processing operations known g mmunications in a hostile environment such as
attacks. These attacks always try for the removal oyansmission errors and noise. Thus in simple terms
information hidden. Watermarking is regarded as ghis common model considers watermarking as a form
subset of Steganography, where the information€o byt communications, in which the original mediumais
hidden in the cover is related to the cover. Hidden,ommynication channel and watermark is a modulated

informati_on is called Watermark. A text, image ar a signal that contains the message. This analogpéas
audio clip , logo can be taken as a watermark. Thepown in Fig:1.

essential features of any watermark are statembel

Fidelity: The degree of degradation in perception or Nomsg | o e Memag
loss of visual quality due to the insertion of watark.

RobustnessThe level of immunity against all forms / Commurications
of attacks to remove the traces of watermark J l Ee—
(intentional and non-intentional manipulations). Co— Frmrm—

(Avaiabl alzosithm (atural) e Exirection = e

watermark, an indication of how much can be added a = === slgritn
the watermark to the cover under constraints. e

Security: Watermark should be secure enough, Nedis
depending on the application.

Payload: This is otherwise known as capacity of Weemark | Embedding | @csmm Watermmad Exractad

intentional)

Fig 1: Analogy betwean communications and water marking

[ll. Watermarking as truly interdisciplinary:

By carefully observing the research and experisient A few models have been developed in the study of
carried out in the field of digital watermarkinggeocan  theoretic analysis of watermarking. Signal Proicess
obviously notice that it is truly interdisciplinary and communication concepts were used initiallythie
Digital Rights Management, watermarking of digital
media is considered as a potential application for
copyright Protection. So Fidelity of the cover ifaator

Informatlor_w Theory anq Commun|ca_t|ons Theoryfor the evaluation of any algorithm for embeddiSp
Image and signal processing, compression, TranSfom?:idelity, robustness and capacity are the serious

with cryptography, Game Theory, Coding Theory'requirements of any watermark.
Detection and Estimation Theory,

Cryptography and Protocol Design, Visual perception
theory, Mathematics and Statistics.

The disciplines that emerge in the study of
watermarking are
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Spread Spectrum methods: to destroy this stegno information. For this end,

spectrum techniques for watermarking algorithms.'nform""tion usually in the form of cryptographicylee/

. information about the cover signal may be available
Watermark spreads over the image for robustness. It'ﬂe information hider or to the decoder or to both.

communications, Spread spectrum systems are o _
considered as they transmit very little powerhinit The Parallel Between Communication and Information

any single frequency. They have excellent interfeee Hiding Systems [1,6]:
and anti-jamming properties. These properties aite g
suitable for WM applications. Many research papees Perspective

published on Spread spectrum Image watermarking. EncoderDecoder Embedder-Detector or
In spread spectrum methods, the message is schttere extraction of Watermark

across the image making it difficult for image [“Sige information Host or Cover image

manipulations like cropping, rotation and otheribas Channel noise Attacks to removal or

image manipulation techniques to remove or manipulations

manipulate the hidden watermark. This is also Perceptual distortion

somewhat resistant to statistical analysis of Power constraints | Limits

_stegano_graprf\ic _‘m‘?ges . becausg it givt(_es 'get the Signal to noise ratio| Embedding distortion

impression of noise in an image. Here mentiomwi : ;

made about Patchwork from IBMvhich is a tool to (SNR) To attack distortion

Communication Information Hiding

X | . o WNR
scatter hidden information based on statistical — (I )f K h
distribution of intensity values in the given image A communication analogy for watermarking has
helped to answer the fundamental guestians

It is not out of context to remember the inventoks
Spread Spectrum communications. Hedy Lamarr, th
the international beauty icon, along with co-inwent
George Anthiel, developed a "Secret Communication
System" to help combat the Nazis in World War Iy. B
manipulating radio frequencies at irregular intésva
between transmission and reception, the inventio
formed an unbreakable code to prevent classifie
messages from being intercepted by enemy personn
On August 11, 1942, U.®Ratent 2,292,387 was granted 3.2 Information Theory: [ 1,6]

to them. Information theory has been a valuable tool in
Communications with side information: studying watermarking problems. Publications inelud
a definition of watermarking capacity or compuiati

In [3], .COX et al. introduce the _paradlgm Of. of payload for watermarking hosts, watermarking
watermarking as a coded communication system with . :
. : . .security, etc.. Many mathematical models and tools
side information at the embedder. Based on thi . . . .
. S o orm the basis of Information theoretic studies of
paradigm, and by considering a statistical model fo . . :
) . watermarks are carried out on the basis of mathHeatat
attacks, some detection rules are proposed foctiege I : .
the presence of watermarks in images. Capacitpau | models. From  Communications ~point of = view,
of apwatermark is the amount of ?nfo.rmatri)on Zcovervvatermarklng has been considered as a way of
.y : . . communication, in which the cover image is viewsd a
can hold within the constraints mentioned aboweinS

order to improve capacity, watermarking is modeisd 2 communications channel to send messages.  So
P pacity, wat arking X traditional Information theory is used to formulated
a form of communication with side information. In

. . ) S L solve watermarking capacity issues. Here capadity o
21\;:1}I;rtl)(laeCtg\/t?;rimcic:tnesrl%?rreedcgiesrldc?r 'g%i)Tﬁ;'ﬁ; watermark is to estimate how much can be embedded.
\ : ; : Shannon’s Formula is the basis of these Information
noted that, in this model, cover is not consideasda : ; :
noise Theoretic studies on Capacity of watermarks.
y — L . Information hiding can be seen as an application of
In these applications of watermarking informatisn . " g : o
. dirty paper” coding, in multi-user communicatiof.

: . yl'hus, the role of information theory in Watermaikis
communicated to a receiver. The cover or host seta so fundamental that it becomes the basis in

is corrupted in a covert way, and is not easily

) characterizing the fundamental limits of watermagki
detectable by a casual analysis. There may helatt systems and in guiding the development of optimal

eWhere should most of the watermark energy be placed
% that it is robust to perceptual coding; b) Howcim
information can reliably be hiddeMWatermarking is
%reatly benefited from the richness of the
communication paradigm[1]. This has given an ample
opportunity for communication engineers to view
eeply into the theory and applications of digital
é/Yatermarking
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watermark embedding algorithms and optimal attackeommunication with side information at the encoder.
[1]. As already stated, Watermarking can be vieaed Many extensions to this study are made such as the
a communication problem with side information. Thispresence of distortion constraints, side infornratai
side information may be in the form of the hostnsilg the decoder, and unknown communication chafirel
and/or a cryptographic key and is available at the O’'Sullivan et al [9] first formulated the
encoder and the decoder. This problem isvatermarking scenario as a game played between an
mathematically defined by distortion constrainty, b information hider and an attacker. The mutual
statistical models for the host signal, and by thdnformation between the input and output of thackt
information available in the game among thechannel was taken as the cost function of the gaime.
information hider, the attacker, and the decoder. |attacker tries to minimize this cost while the hithées
particular, information theory explains why theto maximize it. The upper bound on this mutual
performance of watermark decoders that do not havimformation is the data hiding capacity. The maiauit
access to the host signal may surprisingly be asl@s  of the work is the insight that the best attackrapph is

the performance of decoders that know the hostasignequivalent to the most efficient data compression
[1]. possible subject to a distortion constraint, and th
optimal information hiding strategy corresponds to
optimal channel coding in which the attacker
determines the channel characteristics [ 9 .

Watermarking security analysis based on information
theory :[5]
From an information theory point of view,

Watermarking ~ security is  quantified via the |n these techniques the entire watermarking process
equivocation and mutual information between Secrefs considered to be a game and optimal joint ditimd

and public parameters as per the design 0ind attack strategies are derived. The watermadk an
watermarking. Information theory tools are used toattacker are both assumed to be at “peak” perforeman
estimate the measure of information leakage for gxpressions for the possible data hiding rate araved

variety of scenarios and also the tradeoff betwee@nd analyzed to gain perspective as to the potesttia
different requirements of watermarking: robustnessihe technology.

imperceptibility and security. This analysis in the ) ) )
watermarking in transformation domain has beerModeling of attacks or distortions:

carried out to improve the visual quality of Watermarking researchers have modeled all
watermarked image and robustness of watermark. [5] possible distortions between the stages of edibgd
3.3 Human Perception: and detection, and drawn metrics f_or quality mess

' : These attacks include not only noise ( Natural)ut b

Another approach similar to information theory isglso intentional attacks such as modifications,
based on human perception . Perceptual modeds talgeometric transforms and compression.

into consideration the human audio-visual system. | )

some watermarking techniques both informationMutual Information Theory (Ml):

theoretic and perceptuality criteria has been pmedp It is a basic concept taken from information tiyeo

in which perceptually significant features are sld It is a measure of the statistical dependence or

for watermark insertion. The just noticeable diéiece correlation between two given random variabless &

criterion is usually used for this purpose. Themeasure of common information between them. So It i

algorithms in transformation domain are tried ifisth appropriately used to see the correlation betweserc

context. images: original and watermarked. And also watekmar

. original and extracted.

3.4 Capacity of watermark and Game Theory:[1,9] Ign Watermarking research, watermark detection
Hiding capacity is evaluated for upper-bound bé t ysing Mutual Information detector has been used

rates of reliable transmission. It also objectivelyeffectivew, and it has been proved to be efficiastit

quantifies the fundamental tradeoff among thregncorporates higher order statistics of non-Gaussia

quantities:  information-hiding rates that can bejmage distribution. In addition Geometric invati&n

pl’actically aChieVabIe, levels of distortion thamncbe such as translation, rotation and Sca”ng are ”VWO

tolerated for the information hider and the ateack [g)

The hiding capacity or the pay load of watermark is \watermark extraction becomes even impossible at

modeled as the result of a game between thgmes when attacks or distortions are powerful.

information hider and the attacker. The optimaaekt  Thjs residual information is named as the scariand

strategy is the solution of a particular rate-distm  js ysed to confirm the existence of an attacked

problem, and the optimal hiding strategy is thaiSoh  watermark. ~ However, it is possible only when the

to a channel-coding problem. The hiding capacity isnytual information between the embedded message and
derived by extending the Gelfand—Pinsker theory of
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the attacked copies is above a certain threshalak S  transformation, Slant transformation, Affain
made use of by measuring the correlation betwbken t Transforms, Back projection and tensor transforomati
attacked watermark and the original one. TheBandlet transformation, Radon transformation,
watermarking scar can be measured using mutu&ounterlet transformation). In addition, dual
information between the embedded watermark and thigansformation domains are used for better rolmsstn
marked/attacked copies.[7] They are DWT + DCT, DWT+SVD,
o . DWT+DCT+SVD.
3.5 Statistics in Watermarking: Among them DWT and its variants like bi
Natural imageS haVe StatiStiCS and any modiﬁcstionorthogonai wavelets are more promising_ Signai
to Original or natural brings an observable Chahge processing Concepts can be aptiy used in the thﬂ‘ory
their statistics. This factor is made use of iredéhg a Watermarking. It is to be noted that Signal Proicess
watermark in a cover image [10]. Experimentalsociety of IEEE publishesTransactions of Image
Investigation has been made to study if stego imageprocessingwhich is considered as the leading research
Containing embedded information are Statisti.callyiournai on image Processing_ Th|S pubiication aiae

natural and it is found that the hidden imagesudist 7 regular feature on Multimedia security that corsta
the fundamental statistical features of originab@®.  research articles on watermarking.

This study is used to detect watermarks in imalges. ) )
shown that, within multi-scale, multi-orientatiomage  3-7 Image Processing Techniques:
decompositions such as wavelets, first- and higher Much research work in watermarking was done in
order magnitude and phase statistics are relativelthe media of digital images. Majority of papers
consistent across a broad range of images, but apublished are pertaining to Image watermarkinge Th
disturbed by the presence of embedded hiddehuman Perception is limited by not differentiatitige
messages. Thus higher order statistics is useétertd embedded image in an image. This was better used in
hidden steganographic messages in digital imadds [1 watermarking algorithms development and
Assessing the quality of images is a key step & thexperimentation. Embedding watermark in a cover
determination of fidelity of watermarking, and i® a image can be considered as fusion of images. Image
essential requirement for acceptance . Objectiv€ompression is an attack that can diminish theityual
assessment is done through statistical measures liand hence the criterion of watermarking is thatsit
MSE (Mean square Error), RMSE (Root Mean squareesistant to compression.
Error), SNR, PSNR, Structural Index etc. The above current scenario clearly explains the rol
of Signal Processing, Image Processing, Matheniatica

3.6 Signal Processing and Mathematical Transformations in the study of Watermarking.

Transformations in watermarking algorithms:

There was initial work in the use of basic digital SCOPE FOR FURTHER RESEARCH
signal processing (DSP) strategies for data hiding.

fact many papers have been published in IEEE Any research should lead to a useful tool for the

transactions of image Processing on imagéociety. D|g|tal Watermarking as viewed from multi

watermarking, a publication of Signal Processingdisciplinary perspective provides ample opportesiti

Society of IEEE. An image can be Viewed as a Signépr wider research and applications based on sound

and Watermark is Considered as a message Sigrmeoretic pl’inCipleS of communications and inforiovat

transmitted through a cover Signai_ theory. Hence the fO”OWing are eXpeCted from the
In  Signal Processing, many transformations aréuture research.

used for analysis. Fourier, Trigonometric and Wewel 1. Watermarking research should converge towards a

are very prominent among them. For robustness cftandard tool for aUIh.entI.catl(_)n. _ .

watermarking, frequency or transformation domais ha2- A hardware realization is required for automatic

been suggested. Many transformations have beéfnger printing for multimedia security and

experimented for embedding watermark. In theduthentication.

literature, more than 20 transforms are used for

watermark fusion: DCT, DST,DFT, SVD, Arnold,

DWT ( Bi- orthogonal, packet decomposition,

stationary wavelet, second generation wavelet| dua

tree wavelets, curvelets, ridgelets, chirplets,iselets,

shearlets), Hadamard transformation, KL

transformations, Walsh 2D transformation, Z

transformation, Genetic transformation, Binomial
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Abstract— In this paper, the leakage-based variant of the
Least Mean Mixed Norm (LMMN) algorithm, the leaky
Least Mean Mixed Norm (LLMMN) algorithm, is derived.
The proposed algorithm will help mitigate the weigh drift
problem expe-rienced in the conventional Least Mean
Square (LMS) and Least Mean Fourth (LMF) algorithms.
The aim of this paper is to derive the LLMMN adaptive
algorithm and perform the transient analysis usingthe
energy conservation relation framework.  Finally,
simulation results are carried out to support thetheoretical
findings, and show improved performance obtained trough
the use of LLMMN over the conventional LMMN algorithm
in a weight drift environment.

Index Terms—Adaptive filters, weight drift, leaky least
mean mixed norm.

. INTRODUCTION

In our everyday life the Adaptive filters are usada

variety of areas such as plant modelling or system

ficat adaptive  with & being the mixing parameter a@gs the error
equalization, to name a few. The theory about adapt

identification, noise  cancelation and

filters, advantages and applications are widelycdeed
in the literature [1].

The LMF algorithm outperforms the LMS in non-

II. THE LEAKY LEAST MEAN MIXED NORM
ALGORITHM UPDATE RECURSION

The output of an FIR channel of lengt in the
presence of an additive noise can be written devisl

[1]:
Vi = U + 1) 1
whereU, is a zero mean stationary input process with

. 2 . . . .
varlanceUu , {nk} IS a statlonary noise process with zero

mean and variancﬂ,f, and W, is weight vector for M

taps impulse response for unknown input.

In the case of the LMMN algorithm, the cost funatio
to be minimized is given by [5]

Jow(W) =0H é] +1-9) & é] 2)

between the output of the unknown system and the
adaptive filter and is defined as

& =YY" uw 3)(

Gaussian noise environments. Another example of The LMMN cost function is modified and leakage

adaptive filter algorithms is the leaky Least Me&&quare

(leaky LMS) algorithm [4]. This leaky LMS algorithm

was first introduced to overcome the weight drifbtfdem
in LMS adaptive filters. The LMF algorithm also fark
from the weight drift problem under the same caodg
as LMS algorithm,. The LMMN algorithm [5] is fourtd

parameteq is introduced to obtain the proposed method
same way as was done for the leaky LMS [1]. Theegfo
the cost function that we wish to minimize is givaen

Jw=allwif +BEEH1-9) EL @)

The corresponding update equation of the leaky

provide a better performance in both Gaussian ameN | MMN is then

Gaussian environments than either LMS or the LM& an
hence the LMMN algorithm will behave identically in

such a scenario. Therefore, in this paper, a naianaof

the LMMN is introduced which overcomes the weight
drift instability from occurring using the leakage &n

technique.

In this paper, the leaky LMMN algorithm is derived
and its transient analysis is carried out usingrgne

conservation concept [1] and the conditions forrfean

W, =W, +uef{oH1 -9 é} Y (5)
The LMMN update equation is obtained faf = O, (5)
d U is the step size.

[ll. PERFORMANCE ANALYSIS OF THE LEAKY
LMMN ALGORITHM

and mean square stability of the algorithm are also !N this section, the proposed leaky LMMN algomit is

derived.

24

analyzed in both the mean and the mean-square sense
using the frame work of fundamental energy relation
Consequently, all the assumptions applicable farglo
fiters are employed. In addition, the following
assumptions are used:

CVR College of Engineering



ISSN 2277 — 3916

Al The noise sequenf¥} is i.i.d. with zero odd order
moments and variancg = E[V,]?

A2 The sequencé/ is independent on , W, for all j,
k.

2 —
A3 The regressdi; are i.i.d Gaussian random vectors & (n= U, Aw

with covariance matriRR, = H | y] >0.
A4 The random variabledl, , U

+» U, andy have zero means.

The mean and mean square stability conditions are .

derived and learning curves are constructed toutzke
MSD and EMSE.

A. Mean Behaviour

Defining the weight error vecton, as follows:

0
Yo = E7 (6)

Results in following update equation

W =)o d B+ gl g
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We are interested in studying the time-evolutiod an
the steady-state values Hi|| w, |f Jand E[&( O]

which give the EMSE and the MSD, respectively.
For some symmetric positive definite weighting rixatr
A, the weighted priori estimation error is defined as

(13)
the standara priori estimation error is obtained when A
= | from the above equation as,

e(N=€(N=yw

(14)
It is easy to see that the estimation emgpr,and thea
priori estimation erroig, (1), are related via

& =&a(n+y (15)

Thus, usingA3 and (14), the EMSE can be set up as
follows:

¢, =E[€(n] = Bl wlli] (16)

2) Time evolution of the weighted

taking the expectations on both sides and using thearianceE[|| w, |f ]:

assumptions, we get

w10 Bl orcu ER & I #1 g,
To solveE[U e[d+(L—-J)|| & |f]], we will make

use of above assumptions to solve the equation:

Elweld+@-9Jllelf1=0Ed g+1-9 EL R
={5+3(L - + O} RE W

Using (9) in (8), we get

Elwha] =[ 1 - al {0481 -9)(a; +ORII E W tHaC(10)
Where ¢ is defined as

¢ =E[&(n]

(9)

11)
0
The range of step-size values for whidl,remains

bounded is given as

2
0
M a5 31-0( + R .

Where A (R) is the largest eigen value of R.

B. Behavior of Mean Square Error

In this section the performance of the leakyNINI

In this section, the time evolution of the weighted
variance E[|| w, |f] is derived for the leaky LMMN

algorithm using the framework dfindamental weighted-
energy conservation relation. Thus, by using (8) @),
one can arrive at:

Elll W, It 1= A-pa YE[IW, § ¥ [kacf

+HP (RH, —2u(1-pa)Elg (D& (B (17)
+2uac’ ¥ JE W]

Where

I=[1 -4t {5 BU-0(T +OIR] (1q)

The transient behavior of the weighted

varianceE[||W|E] is shown above for any constant

weight matrix2_ . Proper choice of the weight matpix
gives various performance measures. Now depending
upon the correlation of the input the analysisugHer
divided into two parts.

3) Transient Analysis

When the input data is correlated, i.e., R ip@a-diagonal
matrix, different weighting matrices will appear both sides
of the equation. Therefore, we again resort taeobnique

algorithm in the mean-square sense is analyzed. T#ven in [1]. Atthe end, we get

assumption used is that the adaptive filter is lengugh
to justify the following:

A5 The norm of the input regressdf|u’ ||) can be

assumed to be uncorrelated wﬁ]

1) Error and Performance Measures:

CVR Colleae of Enaineerir

A1+1 — Fl Fz Aw .
[EIWMIHO J}{E[wn]}

| ——
Wit Fa Wa

Where R, Fo, Avandl, given as
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_E[”Wn IF] | same approach of mean convergence on the stepissize
Elllw, IE] used as shown in (12).
Ellw, IE. ] O<p<———~~
ph B Amax(Gl GZ) (24)
Where A, (G;'G,) is the largest eigenvalue of
' G, G, with
Elll W, (- ] G, = 2(a 1+H.B)
LElIW, IEes ] 19) - (25)
wR ] [lief ] G, =al@|+2H;B)
) el Where in from above equations
(R’ "0 1 0 0 - 0]
tr(R®) llc ﬁzz 0 0 1 0 0
L,=uH,|. +ua’|. 0 0 : :
B= .
B 0
: . 0 0 0 0 1
_tr(RM )_ _||C|1M_1_ (20) L R -n R Rial (26)
T and
R He =0+3(1-0)}{G +
R’ For the proposed method to converge in both thenme
F, =2uac’J|. and mean square sense (12) and (24) are combired th
condition obtained is
' H*i R HGATX(R) 27)
- a+ max
_RM 1_ (21) Hinax = ©
B K _‘& 0 0 0~ o ,otherwise
0 k %« 0 0
- 0 0 E E E : IV. Experimental Results
1 . . . . .
0 The simulations are based on a system identificatio
0 0 0 K X setup where the regression vetipris a Gaussian vector
with filter of length 5.

- &B |§Q ng llﬂ_ %\pl The weight drift process is carried out in the samag
Where as was done in [7]. With a filter vector of
k =(1-ua) [0.7071- 0.707f]and regressor vectat[0.5,—0.5]

H (22) and choosing it to be equal probable making inpairix

k, =2u(1-pa)H, as singular, the proposed algorithm is compared thie
) ) LMMN in a weight drifting environment. The outputc
H, =M, + tM(1-0)* & +2ud(1- )& the  the quantization noise are grouped together ancehedd

first and second entries of the state veatgy, show the as a Gaussian vector with mear{6{49,~0.49] and a

development of E[|| w, |F] and E[é( §]. The variance ol 0’ .The adaptive filter coefficients and the
regressors are set to 10 quantization bits wittep size
of 0:0156 and the product of the step size and the ¢gaka
(23) factor was set at:002. By taking the infinite norms of
the updated weight vectors the experiment is run

overl0" samples..

learning curve of the filter then becomes
E[e* (n)]= E[€; (n)]+0o;

B. Mean Square Stability

One of the conditions for the mean square stahilfty
the leaky LMMN algorithm to be convergent, is obtd

from the block structure of, as shown in (20-21). To
obtain the mean square stability of the leaky LMN¢
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Infinite norm

4.5
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CONCLUSIONS

In this paper, a new adaptive algorithm, the yeak
LMMN algorithm, is presented. The expressions were
derived for the transient analysis of the algoritianm
also derived the conditions for the mean and mgaare
stability. Monte Carlo simulations were performetieth
match well with the theoretical values. Finally,eth
advantage of the leaky LMMN over the conventional

| | | |
0 ! | ! !
[¢] 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
No. of iterations

Figure 1. Comparison of LMMN and Leaky LMMN in a gkt drift
environment.

The above Fig(1) shows that the parameter drif
causes the adaptive filter weights to blow up whil¢he
case of the leaky LMMN they remain bounded.

0 (1]

O O )
72‘77\77\77\77\77\77\77\ Theory [2]
e | e Sy
| | | | | | | | |
.6)»77\77477L77\77477L77\77477L77
L | | | | | | | | |
- e I |
—~ 8 | | | | | | | | | [3]
g.10«*»77\77477L77\77477L77\77477L77
w j | | | | | | | | |
g,12‘77\77477p7477477p7477477p77
! | | | | | | | | |
44«%77\77477L77\77477L77\77477L77
| | | | | | | | |
.167\1‘77\77477L77\77477L77\77477L77 [4]
o | | | | | | | |
,187@%\77477L77\77477L77\7747,L,7
| | | | | | | |
oL Wit li g MWMW
o WMWWWWWWW WWWWWWWW il
1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
n
Figure 2. MSE learning curve of the LLMMN in Gawssinoise (3]

environment for white data

The white Gaussian data was used with the step si2@l
0.01 and leakage factor is 0.001 to compare the
theoretical findings with the simulation result, ilghthe
number of trials set at 500 and number of sampleew
10*. The randomly generated normalized system weighty
vector with the number of taps set at 5 is taketh te
Gaussian with variance 0.1 was chosen. The Fig. 2
shows a good match between the theoretical and
simulation results.

LMMN in a weight drift environment is also shown.
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Abstract—As electronics and telecommunication worlds are
moving fast towards digitalization and there is anever
increasing demand on speed and accuracy of the pmegsed
data, the need for high speed and high resolution2Cs has
grown dramatically over recent years. Pipelined ADGs the
architecture of choice in high speed and medium regution
applications. Op-Amps are basic building blocks of wide
range of analog and mixed signal systems. In thisaper a

Op-Amp is designed using 90nm CMOS technology, the

small voltage difference can be around tens of miMolts is
amplified by this Op-Amp. As new generations of CM@
technology tend to have shorter transistor channelength
and scaled down supply voltage, the design of Op-Am
stays a challenge for designers.

The main focus in this work is the Op-Amp degn to
meet the requirements needed for the 12-bit pipelad ADC.
The Op-Amp provides enough closed-loop bandwidth to

accommodate a high speed ADC (around 300MSPS) with

very low gain error to match the accuracy of the 1it
resolution ADC. The amplifier is placed in a pipelhed ADC
with 2.5 bit-per-stage (bps) architecture to checkfor its
functionality. The Effective Number of Bits (ENOB) stays
higher than 11 bit and the SNR is verified to be lgher than
72 dB for sampling frequencies up to 320 MHz.

Index Terms—ADC, Op-amp, CMOS, Low supply,
bandwidth. Pipelined, Gain Boosting, CMFB, Flash,
MDAC.

I. INTRODUCTION

Analog to digital converters are the most importan
For these

building blocks in lots of applications.
applications the digitalization and speed and amuof

the processed data and high resolution is reqdihed.

ADC applications fall into four market categorid$ data
acquisition, 2) precision industrial measuremejhty@ce

band and audio and 4) high speed. For high spedd a
medium resolution applications the Pipelined ADC
architecture is the best choice. Examples of the
applications are instrumentation, communicationsl an

consumer electronics.
The choice between different architectures can

made based on the speed, resolution, area and povx‘/&'

t

stage along with redundancy bit(s) should be deterth
wisely considering power, speed and resolution haf t
ADC and accuracy requirements on sub converterst Mo
of the time, in high speed ADCs lower resolutiorr pe
stage is chosen to have lower inter-stage gairsatiting
time which results in higher conversion rate. Low
resolution per stage also relaxes the requirement o
accuracy of voltage references in Sub ADC and
comparators. Drawbacks of having lower bits reswlve
stages are higher number of stages that are nemukd
more noise and gain and offset errors from latteges
brought back to the input due to lower inter-stagén
and will lower the total ADC’s accuracy.
Usually in high resolution ADCs, more bits are

resolved in each stage. Higher resolution per stages
the benefit of having higher inter-stage gain whieili
reduce the later stages’ noise contribution todherall
noise of the ADC. However, this increases the power
dissipation of the ADC and also the area requimrdte
ADC. The noise and other errors of subsequent stage
reduced by former stages’ squared gain. Adding rbise
to be resolved in early stages, especially stagell,
relaxes the requirements on following stages’ amoyr
and noise requirements and will allow scaling to be
applied to them. This technique helps with area and
power limitations. Stages can also have redundduiicy
that can be shared between neighbouring stages by
overlapping. This technique leaves room for error
correction (does not produces 111) and adds % LSB
offset to prevent saturation of coming stages due t
comparison errors occurred in present stage. Tifseto
helps to keep the residue signal within the 0-\feafge
of the ADC. Another advantage of this techniquéhis
educed inter-stage gain for higher number of resbl
its. For example in a 2.5 b stage with 3 raw hitg 2
resolved bits (one redundant bit) from total bifstle

SS\DC, stage gain will be instead of . Reduced gaith w

relax the requirements on the OpAmp employed in the
DAC. Redundant bit can be added to any sub ADC
}h different resolution.

consumption requirements in the target application.
Knowing the specification, one can choose between

different architectures to achieve the needed pedace.
Among available ADC architectures, flash, foldirsgpb-

ranging and pipelined ADCs are fast enough to be

considered as a high speed ADC. Pipelined ADC ik bu

from several low resolution converters in a pipelithe
number of stages and the number of bits resolveebioi

28 CVR College of Engineering



ISSN 2277 — 3916

Il. PIPELINED ADC’S ARCHITECTURE

A 12-bit pipelined ADC incorporating 2.5 b stages i
shown in Figure 1. The ADC incorporates 6 stagashe
one (except for stage 6) consists of a sample ahd, h
DAC, subtraction and amplification circuitry (allf o
which known as multiplying DAC or MDAC) and a low
resolution but high speed flash ADC. Stage 6 ishit3
flash ADC. In Figure 2 one stage of pipelined ADC i
represented.

Inside each stage input voltage is converted tav@ r
bits by the high speed flash ADC and then recoonttrl
back to analogue by the DAC. The reconstructedasign
subtracted from original sampled signal and
difference is multiplied by the amplification facto
producing the residue signal. The residue signapdied
to the next stage to be processed and the curtege s
starts sampling the incoming signal and processimthe
sampled and held data. The pipelining operationlpces
latency to the digital data production but afteattthere
will be one conversion per clock cycle. As a resiflthis
concurrency conversion rate of the ADC is indepahde
of the number of stages.

Vin g g 1B

Digital Correction Logic

T

Figure 1: 12-bit Pipelined ADC

2.5-bit
Flash
ADC

2.5-bit
DAC

b,b!b_

Figure 2. one stage of pipelined ADC

A. Flash Sub-ADC

The pipelined ADC has fully differential architecgu
Fully differential architecture allows more dynamange
and reduces even harmonics’ effect on nonlinea@tye
out of six segment of the sub-ADC is presentediguie
3.10].
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Figure 3. One Segment of Comparing Circuitry in-3C

Comparators clock is delayed version of clock2. In
comparator’s circuit pre-amplification is used to@ify
small differences between input and reference gelta
increase the accuracy of the comparator. The ppe-am
circuit needs time to settle and the delay alldvesdutput
to reach its final value to be used in comparison.

B. Thermometer Decoder

The thermometer decoder can be implemented using
lots of techniques, for example by using pass-tstors,
multiplexing, etc. In this design thermometer codes
used as address bits of an OR-based ROM. Figure 2-7
shows a 3-to-2 bit thermometer to binary decodégufie
1-2-b), using the ROM implementation. The address
decoder circuit is OR-based designed as well. ddirass
and data lines in the address decoder and ROM are
connected to through PMOS devices which are always
on. Whenever a line in the ROM should be chosdn, al
transistors in that line should be turned on whitkans
the address line should be kept high. For an addies
to be high, all transistors that are connected &hould
be off. For example, if ££,Cy is 000 ( \, < Ver) then
Add1 is Vg and the transistors in the first line turn on,
bringing data lines to 00 which is the binary ottpu
expected W, < Ve,

Vad

v e e
‘VI T Addl |£ ::[:
ELT R IR
s Lj LT e
T i
»T‘VIL ﬂr C—l‘r Ta) Add3 \»‘—‘
J L ol
RN N < O OO i
wl ﬂr]— ﬂrr i e b
z,| ¢l cl

1

Figure 4. Thermometer to Binary Decoder Implemetge®R-Based
ROM

In picture above, the last address line (dashes) i
not needed to be implemented, as it does not dniwe
transistor in the ROM. It has been kept in thepietfor
the sake of more accuracy. The actual design iy ful
differential 6-to-3 bit decoder (2.5bit/s implematidn).
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C. Comparator adapted for low-voltage 65nm CMOS technology, is

Comparators are made of two basic buildingkdp ~ depicted in Figure7.
a preamplifier and a latch. The comparator is used

I/'
resolve small input signal and produce a digitabrOl 72
output. Therefore, the amplifier does not havenadrity
requirement. It should amplify the small input sgn @ PR .
; ; M7 MEy
enough to make the latch change its state if nacgss
The basic concept of a comparator is shown in Eigur l T
c MG
Vit Voutl+ Compt o
D Vaa [\
.. A D
- Pre-Amplifier Vot Latch Comn. Ti 1T
Vss Vss I/SS
VG—SW
Figure 5. Basic Concept of a Comparator Figure7. Bootstrap Circuit

The comparator operates in two phase, reset and gootstrapping also helps with switches conducting
evaluation (latching). In reset phase, the latctplis-  constant high voltages. It can provide a high ehoug
charged to Y to reduce the power dissipation in this gyerdrive voltage for those switches.
phase. In evaluation phase, the amplified inpuhalig
causes the latch to change its state in eithecttbreand .
by the aid of positive feedback the output signdlstip ~ F- Clocking Scheme

to one of the supply sources, producing the digital Clock phases needed within the stage are @epic
outputs. in Figure 8.Clockl is used to sample the input dgtéhe
D. MDAC sampling network in flash sub-ADC and MDAC

) . simultaneously. Pulse width of this clock is almstof
An MDAC performs sampling, digital to anal@ju the sampling period. Clockle is similar to clockd i
conversion, subtraction and amplification. The wi'C regards to period and 25% pulse width, but it tuffs
shown in Figure 2-12 is responsible for samplingpefore clockl to cancel charge injection problewndr
subtraction and amplification in an MDAC: Amplifier  sampling switches. Allocating less time to sampling

clock i_s a delayed version of comparator’'s clockisT g|jows the circuit to spend more time on amplifying
delay is needed for thermometer decoder and DAC t@hich gives amplifier more time to settle, incremsi

complete the conversions from thermometer codes tgaximum sampling frequency.
binary codes and from digital codes to analogueagig
@,

; ﬁp‘rfm
i e —
@ 11 W\
Ve TV c ® T [ iT
" | T L TR Residue+ Clk1-51 i i) = .
; = ! B K Clilest_{ | e
i Sk -
Sy @, Vo OpAmp nURT i 3
Trie—— T ‘ ’75"\9 5., i . I"‘.I ‘_TI;H.- I""I —1 1 flling I‘-"I
‘t:\, I 5*\” o | i
- v & Cli2-51 ¢ /
Il _ — ;(—41
g ' Vo B
s, \ ! VT
%‘ Clk-comp-S1 | L‘"I ¢ \ i
, . I - — a2
Figure 6. Sampling and Multiplication Part of ThéMC Circuit /1 o
E. Bootstrapping CleampSl \ \ /

High linearity requirement of the 12-bit ADC — 1 I
necessitates linear operation of the switches énstlb- i ) /
ADC and MDAC structure. For a switch to work with ¢y.5 \
high linearity, it should work with constant oveikdr
voltage. To serve this purpose some of the switeltes
bootstrapped, especially front end switches whose Figure 8. Stage Clock Phases
overdrive voltage suffers from the changes of input
voltage. The bootstrap circuit, designed in [10]d an Clock2 is used for introducing reference vodtsigo

the sampling network to be compared to sampled (@ata
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sub-ADC) or subtracted from it (in MDAC). The pulse hungry part of the ADC and dissipate almost 60-8if%
width of clock2 is almost % of sampling period. Asthe total power. There are a few techniques to aedu
explained before, in sub-ADC and MDAC sections, theDpAmps power consumption [18], like using class AB
comparators’ clock and amplifier's are delayed ir®f amplifiers which only consumes dynamic current,
clock2. All clocks’ pulse width is lowered by rigirand  OpAmp sharing and OpAmp current reuse.
falling time to obtain non-overlapping clocks. As discussed earlier, the OpAmp is used én2ls
Sampling in each stage (except for stagel)sstd b MDAC structure of the pipelined ADC. The OpAmp is
the last 25% of the amplification clock of preceglin placed in a negative feedback with amplificatioctda of
stage. This way, as the OpAmp amplifies the residud. Now it is time to see what the requirement
signal and resides within the accepted error (*2)L&B specification for this OpAmp is. Here we discuss-DC
its final value, the sampling capacitance of sudoege gain, Gain-Bandwidth (GBW), Slew-Rate (SR) and
stage is charged with the residue signal to relelfibal  Noise. In the Table 1, the needed requirementshen t
value simultaneously. Using this scheme, conveation OpAmp to be used in the pipelined ADC are summdrize
sampling period can be reduced by 25%.

TABLE .

G. Digital Correction and Time Alignment SUMMARY OF OP AMP’s REQUIREMENTS

The bits from each stage are not resolved at theesg Serformancs Metrcs Rsaired Valies
time. As a result the output bits from 6 differesthges g
that correspond to the same input sample are raady fu 2.12 GHz
different point in 28 time and should be time aédgrand Slew Rate 5.27Kv/us
then digitally corrected. In order to align theshitlated Do-gan 67 dB
to the same sample shift registers are used. SR 5

[ll. DESIGNE OFOPAMP

In this work, a two-stage gain boosted anglifs  B. Proposed OpAmp Architecture
designed to achieve high DC-gain and output swiitig The proposed OpAmp is a two-stage, fully
price to be paid is high power consumption whicimd$  gifferential, Cascode current mirror topology maetif
avoidable when a high performance amplifier is ®@ed  for |ow-voltage operation. It is an extended venmsiaf
An OpAmp to be employed in a 12-bit pipelined ADC i opAmp used [19]. In Figure 9.the architecture of th

designed and its performance metrics are shown. amplifier is shown: The OpAmp is a two-stage anigtif
to achieve high gain and voltage swing. It is alses
A. OpAmp Requirements gain boosted cascode devices. Input devices aseaho

be PMOSFETs because of their lower flicker noisd an

For an OpAmp-based design of a high resolutio - .
and high speed pipelined ADC, there are higr?nore flexibility about the input CM level. Seconthge

requirements for the OpAmp design to be satisfldubse Incorporates NMOS.devic-es for their higher intrinsi
two definition “high resolution” and “high speeddrfan gain. Second stage is a simple CS stage to allove mo

ADC adds a great deal of challenge on the OpAmr?.urput swing. 2pF Ioa}d capacitor 1s can|dered to
; . . Simulate next stage’s input capacitance. The
design to achieve the required performance regardin

DC-gain, Bandwidth, noise, stability, speed andngwi compensation scheme used here is Miller Compemsatio
All of which should be achieved under critical cdimhs
of decreased supply voltages and intrinsic gaitoday’s
CMOS technology. The down sized transistors of nev
coming technologies also have higher leakage andrlo
output resistance. They are faster switches asuat ref
the reduced parasitic capacitances (due to reduce
transistor dimensions). Because of the higher nurobe
transistors in smaller area, heat production istraro
problem of scaling in new technologies which waluse
slower operation and reduced reliability and lifedi of
the transistors. These transistors are also mareepto
process variation. All of these characteristics nafw
scaled down technologies add more error to the Qpém
transfer function, making it harder to satisfy gigngent
requirements on the OpAmp.

OpAmps are the basic building block of an ADC
which determine the speed and accuracy of the ADC.
They introduce gain error and nonlinearity whiclmdd C. Common-Mode Feedback (CMFB)
be minimized in design process or compensated yor b Both stages CM levels are regulated by common-
digital correction circuitry. They are also the mpswer  mode feedbacks. Figure 10 represents CMFB circuit:
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Differential outputs of each stage are sensed by eeasoning. The architecture of boosting amplifiember
differential pair and compared to a voltage refeeerin  two is shown in figurel2.

case of any differentiation, the CMFB brings bablk t
output CM mode level to its equilibrium.

IssC ?E

Figure 10. CMFB Circuit

D. Boosting Amplifiers

Boosting amplifiers are folded-cascode OpAmps.
The folded-cascode OpAmps have high voltage swing Figure 12: Boosting Amplifier
and moderate gains. They also allow more input CM
mode range. The 4 stacked transistors of firstestau Boosting amplifiers are gain boosted as welle Th
the boosting amplifiers placed in the main ampiffie technique is called Nested-boosting [14]. Sometithes
circuit are shown in Figure 11. second boosting amplifier is simple, like this casat it
also can be scaled version of main boosting areplifi

Vdd more gain is needed. One should be cautious when
L }J putting boosting amplifiers into the circuit as yhe
vaa biacd « introduce internal loops that can be unstable.
i3 125 s To check for stability around internal loopsolpes
(to break the loop during simulation) and stability
C 1| D simulation can be used. In Figure 13, Figure 14uiig
vaa 1 Amp2 = 15 and Figure 16 gain and phase plots of both bapst
Yo A2 e amplifiers are shown and Table 2 and Table 3 costai
Vout- Vout+ simulated parameters for boosting amplifiers.
Vs _| Al l_ Vs
M Am»,l e Boosting Amp1-Gain (dB)
A ] B 35 &
30
Vs _| l_ Vs 25 \
\,'_, biasl ’ \
’-‘—1 [ 20 \
g 15
Vss g 10 \

Figurell: Boosting Amplifiers Placed in The Firsta@’'s Output \
Branch 0 >
_§.0po1 0.01 1 100 \
] -10 \
Ampl senses voltages of points A and B, reguldtes t Frequency (MH2)
cascode devices’ (M9-M10) gate-source voltages an
amplifies the total gain by A1l. Ampl has PMOS input Figure 13: Boosting Amp1 Gain Plot

devices to deal with low voltage CM levels in A aBd
Amp2 incorporates NMOS input devices due to same
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Figure 16: Boosting Amp1 Phase Plot

TABLE Il
BOOSTING AMPLIFIERr NO.1 RESULTS

Performance Metrics Simulated Value
f 393.4 MHz
u
BW, 5 11.45 MHz
DC — gain 30.98 dB
PM 89.93 deg
iy 11.44 mA
dd
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TABLE llI

BOOSTING AMPLIFIER NO.2 RESULTS.

CVR Journal of Science and Techggl®&/olume 5, December 2013

Performance Metrics Simulated Value
£ 512.9 MHz
BW, 12 MHz
DC— gain 32.48 dB
PM 94.25 deg
i 15.5 mA

IV. RESULTS

The OpAmp is placed in the test bench ilktst
in Figure 17 to be simulated and its parameters are
calculated. Sampling capacitor is 4 times of fee#lba
capacitor to provide gain of 4 for the MDAC{Ci=1 ).
The noise voltage at the output of amplifier fdlkslow
0.2LSB by Choosing (arger than 100fF for 10-bit ADC
and 2pF for 12-bit ADC. ds chosen 2pF to simulate the
load effect of next stage.

| |
| |
Cs Cf
vdd|
Vout-
Vi Vout+ J_
: W CL
ireuit | & . ul
Jout+
Vit Vout-.
I
Vss
] I
Vont+ |
Cs cf Analogue
Vont- Writer

Figure 17. OpAmp Test Bench

The probe module shown in the figurel7 is@th
in the feedback to break the loop when using tabilily
simulator (stb Analysis in Analog Design Environren
in Cadence. The stability simulator calculates tgamn
and loop-phase and is used to determine stabifithe
circuit around the loop.

The analog writer module is responsible for
sampling the output data and dumping the sampléa da
into a text file. The text file can be read by Métland
used for OpAmp’s performance determination.

The OpAmp reaches 72dB DC-gain and the gain
stays constant when the output swing increases tipet
point that the output voltage clips. In Figure 18da
Figure 19 the open-loop gain and phase of the dedig
OpAmp is shown. Other performance metrics of the
amplifier are simulated and summarized in Table 4:
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Gain-s2 (dB) input voltage (differential peak to peak voltagey i
70/ — 1.37mv and settling between the 68&.6(half LSB)
6 AN error from final value is evaluated. Table 6: SegtlTime
51 \\ of The OpAmp for Being Placed in 10-bit ADC.

% \ TABLE V
B \ SETTLING TIME OF THE OPAMP FOR 12-BIT ADC
30
\ | , e
ii \ Vm- op-Diff (m 1') Vom—pp—DJﬂ (mv) settling ( s ) \]{;—m& (MH“ )
6 \\ 200 800 1043 356.66
-2 ~— 10 960 19 1397
1E-09 0.0000001  0.00001 0.001 0.1 10 280 1120 107 244,65
Frequency(GHz) - =2 i
320 1280 356 2471
Figure 18. Open-Loop Gain Plot of 2-stage, GaindedOpAmp 360 1440 386 20735
Frequency(GHz) TABLE VI
SETTLING TIME OF THE OPAMP FOR 10-BIT ADC
1609 0.0000001  0.00001 0.001 01 10
0 > ; , V-
ig AN V;n- D (WV) Vour—pp—D{f (m‘/) T:enfmg(n‘s ) fs-nm (MH‘)
. AN J
gg N 200 800 1 400
-100 _\\ 10 960 A 355.55
-120
-140 \\ 280 1120 157 31128
0 \ S 1280 209 8674
0 phases2 (deg ) 140 24 3817

Figure 19: Open-Loop Phase Plot of 2-stage, Gawsta OpAmp

TABLE 4-4
OPAMP SIMULATED PERFORMANCE METRICS

Performance Metrics Simulated Value

f, 4.077 GHz
BIV,,, 6404 KHz

DC - gain 72.35 dB

PM 76.01 deg

iy, 123.3mA

SNR({ for fs up to 320 MHz) >100dB
Slew Rate 22 5kvius

Settling behaviour of the OpAmp, for being used in
12-bit or 10-bit pipelined ADC and placed in th& Bps
MDAC (amplification factor of 4) is verified. The
simulation is done applying low frequency (1MHz)gau
waves with different amplitudes to the input and
recording the settling time of the amplifier, whéme
OpAmp settles to half of the corresponding LSB.

Table 5: Settling Time of The OpAmp for Being Ridc
in 12-bit ADC LSB for 10-bit ADC with maximum 1.4v

34

CONCLUSIONS

In this work, an OpAmp with very high gain-
bandwidth, high linearity and Signal-to-Noise ratias
been designed. The performance of the OpAmp is
verified using Cadence simulation and Matlab arglyth
satisfy the requirements on the amplifier of a p$Hb
MDAC in a 12-bit pipelined ADC. The amplifier is
placed in a pipelined ADC which is also designed in
transistor level. The main focus in this work whe t
OpAmp design to meet the high requirements needed f
2.5 bps MDAC and provide an inter-stage gain of thin
ADC. The OpAmp should provide a high closed-loop
bandwidth to accommodate a high speed ADC with very
low gain error to match the high resolution defamit
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Abstract—The demand of wireless communications is

increased in high speed, high security applicationsike
missile communication, satellite communication etcThe
communication with these features can be achievedyb
using different carrier modulation techniques like single
carrier, multi carrier modulation etc. The multi carrier
modulation with orthogonality of carriers provides high
speed communication. This process is called Orthogal
Frequency Division Multiplexing (OFDM). The high speed
and band width utilization can be achieved by using
OFDM. The high security communication can be achiead
by using coders and spreaders with different random
generator sequences with the help of Spread Spectru
techniques. This can be done by using a method czdl
Code Division Multiple Access (CDMA). The Multi
Carrier CDMA is defined by adding the features of
OFDM and CDMA and this is used for high speed and
high secured communication system. The MC-CDMA uses
convolution coder, viterbi decoder and spreader, de
spreader etc to provide security.

The MC-CDMA technique consists of a back to back
connected transmitter and receiver with 8-point
FFT/IFFT and QPSK modulation. This technique is
designed by using Verilog HDL with Xilinx ISE Desig

suite 12.4 version tool. The design is implementéa Xilinx
virtex-5 XUPV5LX110T FPGA board.

Index Terms—OFDM, CDMA, Orthogonality,
Convolution Encoder, Viterbi Decoder.

I. INTRODUCTION

better non functional performance parameters thé hi
speed features of OFDM and security features of
CDMA are combined to get a new technique called as
Multi Carrier CDMA (MC-CDMA).

The MC-CDMA is one of the spectrum utilization
techniques that are used for multiple access scheme
This technique gives best spectrum utilization,
flexibility in terms of speed and security.

This paper explains the FPGA implementation of
MC-CDMA for high security applications. This paper
is organized such that the section 2 describes the
introduction of basic wireless communication models
for high speed, high security applications by usimgti
carrier techniques like OFDM, CDMA, and MC-
CDMA, section 3 describes the results of MC-CDMA
system by using Xilinx ISE tools, and section 4
describes the FPGA implementation of MC-CDMA by
using Xilinx virtex5 FPGA. The conclusion is pressh
in section 5 followed by references.

IIl. OVERVIEW OF MC-CDMA

In wireless communication the data can be sent
through the channel in two ways i.e. either single-
carrier or multi-carrier. In single-carrier techog the
available data stream is transferred sequentiallyhis
technique each modulated carrier occupies the eentir
bandwidth of the channel. But, in the multi-carrier
technique the total bandwidth is divided into digfiet
sub frequencies so that each frequency can befased
one data input. This division of frequency givestdre
bandwidth spectrum utilization.

The single data input system uses one carrieabkign
with the total bandwidth allotted to this channgelyo In

The present communication systems componentstiple data input system the bandwidth is dividteto

require high speed and high security in differenty,

application areas like missiles, satellites, molgte.

The high speed or high security communication syste

number of carrier signals for N inputs. The
bandwidth utilization for single input and multighgout
systems is shown in Figurel.

alone may creates some problems related to bartdwidt

inefficiency, spectrum utilization etc [1].To aché
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e Advantages of MC-CDMA:

VA 1. Higher data rates with better bandwidth utilizatio
ﬂ&’ " 2. Best suitable for wireless systems with delay apre
) Doppler spread.

—— —— 3. Fading is reduced by using frequency diversity.
Puiselength 18 Pulse engh ~ NB 4. Limited energy loss due to the scattering @rgn
Figure.1: Difference between single-carrier andtiuarrier in all sub carriers.

Based on the application the multi-carrier techaiqu ProPlems in MC-CDMA:
is divided in to different types like CDMA (Code 1. Peak-to-Mean Envelope Power Ratio (PMEPR) is
Division Multiple Access), OFDM (Orthogonal high due to non linearity in amplification.
Frequency Division Multiplexing) and 2. For high speed vehicles designs complex anaigsis
MC-CDMA (Multi-Carrier Code Division Multiple required because of carrier frequency offset seitgiti
Access) etc. The CDMA can be implemented by using. Sensitive to phase noise.
the spreading techniques, so it is used for higlursly 4. The frequency reusing factor is less compared to
applications. In OFDM the available spectrum isother techniques.
divided into N number of orthogonal sub carriersl an : )
this technique is used for high speed applicatidine Block diagram of MC-CDMA:
MC-CDMA technique is designed by adding the high The MC-CDMA communication system at base band
speed features of OFDM and security features ofevel can be designed by using a transmitter and a
CDMA [7]. The MC-CDMA uses frequency domain to receiver section . This design of transmitter seakiver
spread the data, in this technique each sub cagier consists of both security features using multi ieasr
having different spreading code. Another spreadingvith the help of encoders, decoders and speedrésatu
technique called as MC-DS-CDMA spreads data irusing OFDM with QPSK modulation/demodulation
time domain, in this technique all sub carrierssusetechniques. The transmitter section consists of
common spreading code. This concept of multipleconvolution encoder, QPSK framer, IFFT etc. The
spreading codes and single spreading codes fori multeceiver section consists of FFT, QPSK deframer,
carrier design is shown in Figure2 (Fig2.a and Eig).  viterbi encoder etc. The block diagram of the MC-
CDMA is shown in Figure3.

| Convol | IFFT
¢ Dataf . Soread .1
a: Q ution preader apsk modu PISO+ Adding CP LBF
. » ? IFET 20 Framer lator
3
R
=
i 1,
) L Channel
— b FFT
Dyta) Viterbi De | .. L|Buk
Decoder [ Spreader W T::E" De SIPO+Removing CP
modu
a; lator
L aise -y = b

Figure 3: Block diagram of MC-CDMA

The individual blocks of MC-CDMA are
Figure 2: Classification of MC-CDMA explained below with respect to functionality.

Figure. 2(b) MC-DS-CDMA
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Convolution Encoder:

The convolution encoder is used for security
purpose, it will convert single bit input to twot kor
multi bit output [12]. Convolution encoder is
represented by (n, k, m) notation, where n is trlver
of output bits, k is the number of input bits andsnthe
constrained length. The rate of convolution encdder
defined as the ratio of number of input bits to bemof
output bits. It can be implemented by using FSMi¢Ei
State Machine). The Figure 4 below illustratesrapsé
convolutional coder with k=1, n=2, g1 (n) = (1 Q 2 Siote St
(n) =(111)and R=1/2. Where R is the code rate.

h V1
Input datj{ m
w

- Figure. 5(b) Trellis diagram
L— V2

Figure 4: Convolution encoder Spreader:

The state table for convolution encoder iswsho ~ The Spreader is also used for security putpose
in Tablelindicating input, present state, nextestatd | NiS can be implemented by using Linear Feedback
output values. Shift Register (LFSR). The m-stage LFSR block

diagram is shown in Figure 6.
TABLE |
STATE TABLE OF CONVOLUTION ENCODER
Input | Present stat¢ Next state| Output Lok
0 00 00 00 Flip-flop
Qutput
1 00 10 1 Tolgl & Loy ™ Ly seouensé
0 01 00 11
1 01 10 00
Clack
0 10 01 10
Figure 6: m-stage LFSR block diagram
1 10 11 01 _ o
The LFSR can be designed by using flip flops and
0 11 01 01 L A Lo
some combinational logic circuit. The values in flie
1 11 11 10 flops are shifted by a single timing clock. Theitom

the above diagram can be implemented by using the
The state diagram and the trellis diagram of YEXOR gates. The output of EXOR gate is feedback to
convolution encoder in Figure 4 are shown belowthe input of the LFSR.

Figure 5.a and 5.b. QPSK Framer:

The Quadrature Phase Shift Keying (QPSK) is
used to modulate the input data signal with theiear
by using four combinations of real and imaginagnt
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Q channels [8]. The selection of | and Q channals ¢
be done by using the one of four possible carrersp
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PISO (Parallel In Serial Out):
The parallel in serial out block accepts fatal

shifts (0,11/2, 1, and 31/2). This mapping of | and Q §ata and produces serial data as output. The Inter
channels to the input two bits in the form of gympo| Interference (ISI) problem of OFDM can be

constellation diagram is shown in Figure 7.
00

Q
01
\J I
10
Figure7: QPSK Constellation diagram

IFFT (Inverse FFT) Modulator:
The IFFT is used in the transmitter sectioa-

2 5 |

CDMA to minimize the complexity of the design. The

IFFT is an algorithm that is useful for speedingthe

computation and converts frequency domain to tim

domain [5].

The DFT of a sequence {x(n)} of length N by a

complex valued sequence {X(K)}

()= N-1 et (— BN
(K) Zh:}.__n_ue == X k<

minimized by adding a guard time is inserted with
duration longer than the multipath channel maximum
delay. This ISI effect can be removed by extending
guard time cyclically in OFDM symbol. The cyclicall
extension of an OFDM symbol is shown in Figure 9.

L N

L

ad hd Ll

cyclic

prefix data

Figure 9: PISO with addition of CP

SIPO (Serial In Parallel Out):

The serial data can be converted into pareth
y using this block. Before applying the outputs of
IPO to FFT (Fast Fourier Transform) demodulator
cyclic prefix can be removed.

FFT (Fast Fourier Transform) demodulator:
To reduce the complexity of MC-CDMA, Fast
Fourier Transform (FFT) technique is used in reeeiv

Let Wy, be the complex-valued phase factor, which is at6]- The FFT is used to convert from time domain to

N th root of unity expressed by
Wy = 2N

Hence X(K) becomes
X(K): E N —:xl:..n) WNnk

, BK<N-1.

Similarly Inverse Discrete Fourier Transform (IDFT)
become )

X(n) =1/N T UREOWE™, @n<N-L
The butterfly diagram of 8-point IFFT is shown in
Figure 8.

Stagel Stage2 Stage3
X[ll] - \/ - -><i—‘% X[O]
x(1] o oo X[4]
A’

QX

W3

x(5]

X[5]

AXE
/ A w3 \ Wt X X[3]
/ W \ Wi » we X(7]

x[6]

x[7]

Figure 8: Butterfly diagram of 8-point IFFT
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frequency domain.

The FFT is an algorithm that is useful for speeding
up the computation. The 8-point FFT butterfly deagr
is shown in Figure 10.

Stage 2 Stage 3

—> X(0)

Stage 1

ST N7\
XA\

®{0}

W

) X(1)

x(2) X(z)

Wy

(6} X(3)

x(1) X(4)

VA CTAL

] ] 4
Figure 10: The 8-point Butterfly diagram of FFT
QPSK Deframer:

The parallel data bits are taken two bits toge
and converted from |, Q to the data bit patterne Th

x(5)

®{3}

)
) i

X(7)
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s

parallel data is converted into serial data. Tipisration

is exactly reverse to QPSK framer. TR s Y T PR A A0
Despreader: -&iﬁ | %rmnwmwmwmmrmm.mmmmwd i
The serial data is again Exclusive-ORed whita t |4 [ |3 i i W o
i i el i b §tef20] oo m’“ X ] 188 9888 N0
PN pattern and resulting in original data bit patte e N o T XVWXE}@WIII[SD@@O T
Viterbi Decoder: ¥ Blr | oo muwu ¢ [ [0 .
. . . (1 et o] ST S sasnas e AN e 8 IIEeARNSE NN EEENHSE [
The viterbi decoder is used to decode the auwthu |,y |[: TREATRE ;y@;@ ﬂf@@ﬂﬁmmﬂ"ﬁﬁ@% SE0E
the convolution encoder [11]. Block diagram of thej tu ] ‘ Mty =3
V|terb| decoder |S Shown |n F|gure11 : Vir.:n‘ISA 000000000000000 ff WIWUD]IWH@ JFINTAL) L.
Mg | ] ¥ [ EF
[ El [0 [ o
PN o [
R o [
HL\I » B uoang] | stenoom oo 1 S 00
¥ M umeca] | st T i
¥ B i) |y [} e
» ML) foomo i
b B atetd] |t TR { T el
e BMU H—e| ACS = SMU == ¥ M) | oo 03 { i e
¥ Maaig) | oo % ¥ [ (il
Input Output » Rts] | oo T i {5 BT
i p Bl oo [ ¥ 0 i
ACSU ¥ Wl | oo [ ) 00 e
PR o I8RE0308EDNEEIRE ﬂ@@@@ﬁ@ TEESREDBOnaZangaaa!
Figure 11: Block diagram of the viterbi decoder » W) S50a8EnaaRRIRERERES R REREEE0R
LT P w mumﬂ RRARBARARNABCARRRRANEY
[ [
The Viterbi decoder is designed by using Branch Figure 12: Simulation results of MC-CDMA transmitte
Metric Unit (BMU), Add Compare Select Unit EET]
(ACSU), and State Metric Unit (SMU) [13-15]. The Lok mn e e mw e pae pew s
. . - T W O
branch metrlp C(_)mput_atl(_)n block |s_used to coust th D8 M TR T S S T S T R T
number of differing bits in the received code syinbo . I |- SRR T R WA ER R 5 NERTEEs 5
and expected code symbol. This is called as hammin he _ ] e,
. . N | CESEEODIDEEOIED BEDNABISTHHIII0RAN0E A0 NREDE
distance. The ACSU makes a sum of branch metric ar.m\ 8 5500000 ! 00E0u00 JEa LD 000098 300z
. . T I
previously accumulated path metric, compare thé pat, s« = lmmm]:@ggbgmc{;@_m@ggcbc
metric and select the smallest path metric andsiteci |0l 50 _E@ﬁ@ﬁjﬂ?g
» Yl mn )| COR0CC00000E00ED0OEI0C0E0C
bits that arehsup%heéj to (jS'MUbTheSSMMUU fln(?js o tf;] = oy L%%mwuﬁ%
L [ OER00C00C0CEINE00AC0E00 CECOOO0CEE
survivor path and decoding bits, produces  the #- oshennons o EDE DS DO
decoded bits. bt EEE ( Dot
» Yoo T )¢ Btk
» W 0 A EE7)
Il. RESULTS OF MC-CDMA 4 e ——
(] [T 1 TO0HEI
. . . B i1 oo itz
The design of MC-CDMA is implemented on |yl =5 ) s
Xilinx ISE (Integrated Software Environment) tools; il = 4 =
the design is simulated by using Isim simulator anc — ¢ .
synthesized by using XST (Xilinx Synthesis Tool)gTh e == X E
design is prototyped on to XUPV5LX110T FGPA w j 000090000 00GTBRI0Ea0Ta0
) . . LTE [} 58888 88888880 RETIRE
board using IMPACT configuration tool. o : T
The simulation results of MC-CDMA transmitter "}o|" 5 ‘
and receiver are shown below figures 12 and 13. i3 0 : LeRni e

Figure 13: Simulation results of MC-CDMA receiver
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Abstract: The aim of this paper is to develop a high

image. A simple version of SRIR Model is shown in

resolution image from a sequence of low resolution figure 1 [1]

compressed images. An image with improved resolutiois
desired in almost all of the applications to enhare
qualitative features and is reported to be achievetly Super
Resolution Image Reconstruction (SRIR). Some
resolution images of same scene which are usuallgtated,
translated and blurred are taken to form a super reolution
image.

The image registration operation orients translated scaled
and rotated images in similar way to that of sourcamage.
Lifting Wavelet Transform (LWT) with Daubechies4
coefficients is applied to color components of eactmage

due to its less memory allocation compared to other

techniques. Further Set Portioning in Hierarchical Trees
(SPIHT) algorithm is applied for image compressionas it
possess lossless compression, fast
adaptive nature. The three low resolution images ar fused
by spatial image fusion method. The noise componeris
removed by dual tree Discrete Wavelet Transform (DW)
and blur is removed by blind de-convolution or iteative
blind de-convolution. Finally, the samples are intgolated
to twice the number of original samples to obtain asuper
resolution image. The structural similarity for eac
intermediate image compared to source image is estated
via objective analysis and high structural similarty is
observed for image constructed by the proposed methl.

Index Terms—Wavelets, Lifting Scheme, Super Resolution,
Daubechies, Image Registration, SPIHT

I. INTRODUCTION

low

encoding/deagdin

Low Resolution

Liow Resolution|
lnhges Registration or LWT based Adapive
Aliguining Restoration interpolation

Lpw Resolution > > > —
High Resolution
Image

Figure 1: Super Resolution Image Reconstructiondllod

Super Resolution is an emerging technology in
signal processing to get a High Resolution (HR)gea
The main aim of Super Resolution (SR) is to enhdhee
spatial resolution of multiple lower resolution iges.
The super resolution technique is an efficient yoaad
low cost technology. In this paper we are using gl
Transform (WT) technique to get an HR image fromwLo
Resolution (LR) images by involving image registrat
blurring, decimation, re-registration, de-blurringle-
noising and interpolation operation.
The major challenges for super resolution are image
registration, computation efficiency, robustnespeass,
and speed issue (fast algorithm implementation).

II. IMAGE REGISTRATION

Image registration is a process of overlayimg or
more images of the same scene taken at differemsti
from different viewpoints and by different sensors.
Source image is taken as the reference and compétted

Super resolution is nothing but improving thethe input images. The main goal is to make the tinpu

resolution of an image. High resolution imageswaidely
used in most of the image processing applicationh as
remote surveillance video enhancement,

image appear as the source image by applying spatia
transformations which help in mapping the locatigms

industrigPhe image to the new locations in the other. Image

inspection, medical imaging, robot vision and reenot registration mainly depends on the properties & th

sensing. Super Resolution is the technique of prindua

higher spatial resolution image from one or mordasn
sampled low resolution images, low resolution refer
the less pixel density in an image which gives vieny

details. The purpose behind the reconstruction sihgle

high resolution image from several low resolutiorages
is that the images are degraded and mis-regisseretas
blur and noise, these images are sub pixel shifterito
sub-sampling which results in an aliased low resmiu
image. From these sub pixel shifted images, a tyadé
information can be collected from each low resoluiti

42

capturing device such as sampling rate, resolutiotihe
sensor, the imperfection of the lens that adds dnhar the
noise of the device used for image acquisition. An
accurate registration of two low resolution images
becomes more difficult because If the resolutionaof
image goes down, the two dimensional structure rof a
image also goes down. Here the registration tecieniq
used is based on Fast Fourier Transform proposed by
Fourier Mellin, DeCastro and Morandi. Transformatio
used is rotation, translation and shift estimatomn the
process of the Image Registration is shown in Edur
[2].
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R TR odd., da
NN Figure 3: Three step lifting scheme.
coptifnon || " magrgmypmion e
DUL ISCALE;

Note that the minus represents ‘the signal from lgie
minus the signal from the top’

.- i maaamox 1 he following are the three steps of lifting scheme
Split The split step sort the entries into the even dued t
Figure 2: Image Registration Algorithm. odd entries. The functionality of the algorithmnsde

clear in this split operation. In effective implemtation

the entries are not moved or separated.
[ll. LIFTING WAVELET TRANSFORM PredictA correlation between the sample and its nearest
neighbors is predicted when the signal containiomes
structure. Given at the sample number 2n, we prélod
the value at sample 2n+1 is the same. When thes\atlu
©n+1 is replaced with the correction to the preditt
which is the difference.

dj =1 n] = sj[2n +1] - sj[2n]

Wavelet is a function of finite length and is
oscillatory. The dilations and translations of aurse
wavelet are used to operate the spatial or frequen
analysis of the input data in wavelet transform.vélats
are widely used in major applications, since thagm
quality can be improved by the addition of detailed
information. This makes wavelets more attractive fo
progressive transmission of images. Wavelets biitd  In general, the idea is to have a prediction prooe®
complex filters to generate the data which can ewpr and then compute
the quality of the specified region of the imageavet dj —1=o0ddj-1- p(evenj-1)
techniques found applications in noise reductiogna
variance estimation, frequency analysis and alsaléta  Thys in thed signal each entry is one odd sample minus
compression. One of the features of wavelet tecf@¥ds  some prediction based on a number of even samples.
th_e _perfect reconstruction. This means extractidn OUpdateFor a given even entry, a prediction is made that
original data set from the result of inverse waveleine next odd entry has the small value and therdiffce
transform. The wavelet transforms can be used &gen s siored. Then an update of the even entry is done
(processi)ng Sui toltheir capar\]bility of:: reducinﬁ ﬁme show our knowledge of the signal.
storage) of the image without affecting the image P - i .
resolution which can save computation time [3]. sj—1n] = sj[2n] +dj ~1[n]/2
Lifting is a transform that makes use of means and ) ) )
differences. The mean values have a control over thn general, a suitable updating procedure is ch@seh
entire structure of the signal and termedipdateand in  then used in computing )
differences, if the difference between two sampkes sj-1=evenj-1+U(dj -1
almost same or very small, then it can be conclutiatl The Predict step finds the wavelet functions in the
the first sample is thprediction of the second one. The wavelet transform. This is a High pass filter. Tigdate
wavelet lifting scheme is a method that separates t step finds the scaling function resulting to a stheo
wavelet transform into a set of steps. version of the data. This is a Low pass filter.

The forward wavelet transform is considered in famyv

liting wavelet transform, the data under process i A combination of number of lifting steps yields the
divided into an odd and an even element. DWT. The computed differences.Dare left behind and
The simple form of a forward lifting wavelet traosf is  the average sequencg ®f the previous lifting step is
shown in figure 3 [5]. The process is initiated lwia  used as input for the preceding lifting step. Tie step
finite sequence ;f length 2 It is transformed into two discrete wavelet transform is shown in the figufg}4
sequences, each of lengtiahd denoted 2 and ¢,

respectively.
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)
oddy - &

0dd. et

Figure 4: Two-steps Discrete Wavelet Transform.

The Inverse Lifting Scheme is a mirror of Forward
Lifting Scheme and is checked by reversing thevesro

and changing the signs. The direct form is
dj —1=o0ddj-1-P(evenj-1)
sj—1=evenj-1+U(dj-1)

is inverted by the steps
evenj-1=sj-1-U(dj-1)
oddj—-1=dj-1+P(evenj-1)

These steps are illustrated in Figure 5 [5]

eveny o §1 ~ eveny

Wy Ly

§

] =

() (+)e
oddy \/ L o oddy

Figure 5: Direct and Inverse lifting step.

A. Lifting scheme version of the Daubechies 4 Wavele

transforms

The two steps of Lifting Scheme wavelet transform a
update and predict. Here a new step is includededam

normalization, shown in figure 6 [1].

Evenvalues )
2 R

ey \

+ 5}

o ¢

] [ ][]
\J

Odd values

Figure 6: Two stages Daubechies Db4 forward liftimgvelet
transform
The input data in the split step is separated @vwen

and odd elements. The even elements are kept o S

Shair-1, the first half of an N element array section. Dhiel
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elements in & to S1, the second half of an N element
array section. The equations below the expressiannS
refers to odd element, fers to the even in the forward
transform. The term LL refers to low frequency
components and LH, HL, HH represents the high
frequency components in the horizontal, verticatl an
diagonal directions respectively.

The forward step equations are

Updatel (U1):

For n=0 to half-1

S[n] = S[n]+ +/3S[half + n]

Predict (P1):

S[half ] = S[half |- “4@8[0] - ﬁ4_ 2 S[half +1]
For n=1 to half-1
S[half +n] = S[half +n]- ?S{n] - J§4_ 2 S[n+1]
Update2 (U2):
For n=0 to half-2
gn] = 9n]-S[half +n+1]
S[half -1] = S[half —1]- S[half ]
Normalize (N)
For n=0 to half-1
S[n] = *@4'1 S[n]
S[n + half ] = ‘/54” S[n + half ]
The addition and subtraction operations

interchanged in the inverse transform, as the Bwer
transform is a mirror of the forward transform [6].

IV. SET PARTITIONING IN HIERARCHICAL TREES

The image compression algorithms like Embedded
Zero tree Wavelet (EZW), Set Partitioning in
Hierarchical Trees (SPIHT). Image compression isnaf
types, Lossless and lossy compression. In Lossless
compression, after performing decompression exdldy
original image is obtained, in practice images wistural
scenes error free compression is not possible. @pmtai
the lossy compression, there are methods in lossy
compression such as EZW algorithm, SPIHT algorithm,
WDR algorithm and ASWDR algorithm etc. These recent
image compression algorithms have fewer errors per
compression rate and the perceptual quality is higb.
Compression of an image involves five stages asvsho
in the figure 7 and here is lossy compression only
because of quantize step is not invertable, Quagtis a
quality reduction of the wavelet transform floatipgint
values of 32-bit or 64-bit.

The important point here in wavelet based compoessi
the connection between Quantize, Encode step amd th
block diagram is shown in figure 7 [7].

44 CVR College of Engineering



ISSN 2277 — 3916 CVR Journal of Science and Techggl®&/olume 5, December 2013

transmission is done [4]. Relative to the threshstiting

g Vil | e ey Dy GO and refining is performed. . _ o
Trnshm Inuge The threshold is set and without any interruptiois i
made smaller while operating throughout the albanit

Figure 7: Block Diagram of a transform based coder. A form of bit-stream is obtained as output redulthe

) ) ) decomposition, SPIHT allows three lists of coort#seof

The SPIHT algorithm achieved the higher PSNRcoefficients. In the order, they are the List ofigmificant
values for a given compression ratios and highgmtal  pixels (LIP), the List of Significant Pixels (LSR)nd the
quality also the greater computational complexity i |jst of Insignificant Sets (LIS). At a certain tisteold, a
obtained by this algorithm. The drawback of SPIMT i coefficient is considered significant if its magmie is
that, it is difficult to perform on certain seledtpoints or  greater than or equal to threshold. The LIP, LI®| BSP
selected region of a compressed image where ireti@as concept can be defined based on the idea of signife.

resolution is required [7]. SPIHT is a powerful w@t  Sp|HT algorithm in detail is shown and explainedtia
based image compression algorithm. It is a benckmagigyre 8 [8].

state of art algorithm for image compression.

% % % V. IMAGE FUSION

%, The process of getting important informatioont
T G| LS f L) [LPhighet) | . L. L. . 3
") iy Wiioeim e T two or more images a}nd combining it into a singhage _
is called Image Fusion. The resultant image costain

more information compared to each of the input iesag
Remote sensing applications give access to largaiam

of space borne sensors which provides a motivation
various image fusion algorithms. High spatial and
spectral resolutions are needed in a single image i
today’s situation. Image fusion is the solution fphras
this technique allows the integration of several
information sources and hence the output fused émag
contains attractive spatial and spectral resolution
characteristics. In case of multispectral data, levhi
merging the spectral information can be distortgdhe
standard image fusion techniques. High Pass Fijeis

the basic method for image fusion. The other tegpines
available are IHS transform based image fusion, PCA
based image fusion, and Wavelet transforms image
fusion, Pair-wise spatial frequency matching. These

y
SETTHR. (e
T=T2 \ PASS /
P4

Aransfer LIP>LSP-

PROCESS

7 ENTIRE LIP

“‘ RESULTING |

7
BiTsTREAN (€777 N0y

PROCESS
ENTIRELIS

LEGEND

N
/ 0

Progressive | REFINEMENT \

bitcoding 1 pass

%

L ] techniques are based on DWT, Uniform rational ffilte
bank, and laplacian pyramid.
Figure 8: SPIHT algorithm scheme. DWT is very useful tool for fusion. For images to

perform image fusion, they must be registered leefor
fusion. The major applications of image fusion are
classification of image, Aerial and Satellite imami
fedical Imaging, Robot Vision, Concealed weapon
detection, Multi focus-image fusion, Digital Camera
Application, Battle field Monitoring etc.

Wavelet transform fusion is defined by considerthg

The operation of SPIHT goes on from testing th
ordered wavelet coefficients for significance in a
decreasing bit plane order, and just quantizing th
significant coefficients. This algorithm achieveggh
coding efficiency because of group testing of trevelet
tree coefficients. This algorithm maintains the
insignificant coefficients group in bigger subseith the
use of sequenced partitioning of trees. SPIHT d@lyor wavelet transformsp of the two or more registered
sets depending on their significance informatioorti8g )
and Refinement are the two stages used in SpiHmule. Inverse wavelet transforgpr! is computed, and the
encoding algorithm. The significant wavelet tramsfo fused image is reconstructed.

coef‘fici_ents are coded first and later the bits areg(x y) =@ - Ao (@(g1(x ¥)),#(g2(x ¥)),#(g3X% Y)))
'E)r;';im_smllt_ted as ak::es_ultda more enhanced copy of tIBirectional information is obtained from wavelet
ginal Image 1s obtained. transform, i.e. low-low (LL), high-low (HL), low-igh
Following the initialization step, for each levef o (LH), and high-high (HH) bands, which contains wréiq

threshold, sorting pass and refinement pass ar@dke infor’mation and the process is éhown in figure]o [9

two stages. In the first stage i.e., sorting p&83HT tries FFT based technique has been used to register fibe th
to group the coefficients accordingly dependingtioeir low resolution images as proposed in introductiBach
magnitude. Quantization of the coefficients is ioyad low resolution image is down sampled using two lde

in the refinement pass, where actual progressidengo orthogonal filter based discrete wavelet transfand
CVR Colleae of Enaineerir A58
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later these are fused. Here approximate and detaikgion. The Blind de-convolution method not only

coefficients are fused.

+
+

H
T
=&

24

N
e

H

Registered

Input Wavelet

Figure 9: DWT based fused image.

The fusion of decomposed images is done hrygusi
fusion rule i.e. Maximum Frequency Fusion: “fusion
averaging for each band of decomposition and fahea
channel the wavelets coefficients of the three iesaare
averaged”. That is
approximate and detail coefficients are fused sephr

M;°I = (M;°Iy + M;°I, + M;°I3) / 3

NPT = (N1 + NI+ N PEg) /3

estimates or restores the original input distortiom also
the PSF responsible for the degradation.

B. Iterative Blind Deconvolution

Iterative Blind De-convolution technique iskind
of de-blurring filter used to remove blur in thedage. The
Blind de-convolution of two convolved functions is
shown by a simple iterative method. Mathematicatg
convolution c(x) of two functions, f(x) and g(x) ggven
by integral equation

+inf
() = [ fe)g(x-x)dx
=inf
The Fourier transform representation of the above
equation is
Cw=FWG(@u

The basic de-convolution method consists of the
following steps. First, a non negative valued aliti

estimation fo(X) is input into the iterative scheme. This

function is Fourier transformed to yiel” (u), which is
then inverted to form an inverse filter and muleglby

C (u) to form a first estimate of the second functions
spectrumGo (u). This estimated Fourier spectrum is
inverse transformed to givg.(X). The image-domain

The fused image is obtained by using Inverse wavelgqnstraint of non-negativity is now imposed by jmgitto

transform. The resulting image is a de-noised imége
blur present in the image is removed using IteeaBlind
Deconvolution. The high resolution image is obtdine
from wavelet based interpolation.

VI. DECONVOLUTION METHODS

The blur present in the is removed usin

Deconvolution methods.

image

A .Blind Deconvolution

The standard de-convolution problem in the freqyenc

domain is given as
G (Kx, Ky) = F (Kx, Ky) H (Kx,Ky) + N (Kx, Ky)

Here we need to estimate the input spectrum F K,
The noise spectrum N (Kx, Ky) is unknown. Also hiet
systems Optical Transfer Function (OTF) H (Kx,Kg) i
also an unknown then de-convolution problem ocdBys.
looking at the equation this blind de convolutionlgem

seems impossible as measured output system G (Y%, K

is equal to product of two unknown quantities phus
random noise process.
The solution for this problem can be found by itee

procedures carried out in frequency domain. Thacbas

constraints of the solutions are that they hdivite

support i.e. the sought input distribution is known to be

confined to certain spatial region and is zero idatshis

46

zero all points of the functiogo(x) that have a negative
value. A positive constrained estimatg,"\(x) is
consequently formed that is Fourier transformedjitee
the spectrunGo”(u). This is inverted to form another
inverse filter and multiplied by C(u) to give thext
spectrum estimateFi(u). A single iterative loop is
completed by inverse Fourier transfoFa(u) to give

% (u) and by constraining this function to be nonnegsativ

yielding the next function estimafe® (x). The iterative

loop is repeated until two positive functions withe
required convolution.

Blind de-convolution is a technique that allows the
reconstruction of image from a single or more lddrr
image in the presence of a poorly determined onawk
PSF. Blind de-convolution can be performed iteidiv
where each iteration improves the estimation ofRIS#&
and the scene IBD starts with an initial estimatehe
restored image, an initial estimate of the PSForex
the image is by making an initial estimate of wkta
PSF and image are. One of the constraints thatpply a
to the image is that of finite support. Finite sagp
basically says that the image does not exist beyond
certain boundary. The first set of Fourier constisi
involve estimating the PSF using the FFT of therddegd
image and FFT of the estimated PSF

G(u,v)conj(F1(u,v))

M) = v D2+ alphdF (uv] 02
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By applying IFFT tdHk(u,V), we obtain the PSF. The oy are the variance of x and y respectivedy, is the

true image is restored by deconvolution of the @R  covariance of x and yci, c; are the constants used in

the degraded image. Hence the second set of cimtstra order to evaluate any instabilities in the struatur
Involve similarity comparison.

The Mean SSIM index to evaluate the overall image
Fk(u,v) = quality

M
MSSIM(X,Y) :ﬁZSSM (X, Yi)

The blur constraints that are applied are from the ) 1= ) _
assumptions that we know or have some knowledge dfhere M is number of local windows in the image][11
the size of the PSF [10].

G(u,v)conj(H1(u,v))
[H1(u,v)| 02+ alphdH (u,v)| 02

V. IMPLEMENTATION

The growing requirement for high resolution ireag
resulted in the need for super resolution image
Yeconstruction. Our goal in creating a super resoiu
image is to consider different types of same séaage
of low resolution as inputs and combine them toegate
a high resolution image through a series of st@pe
()Mean Square Error (MSE) implementation consists of taking either a sournage

for developing low resolution images like blurrethisy

The two metrics are used to measure the performan@d rotated versions of it as shown in Figure 1Be T
index of image compression are Objective FidelityN0iSy image is generated by mixing the signal wéth
criteria and Subjective Fidelity criteria. MSE isneasure  Statistical random noise in particular an Addithéhite

belongs to Objective Fidelity criteria. The enetggt in ~ Gaussian noise. Such a noise component has a zz m
the lossy compression of the original imdge estimated and constant power spectral density. The valueaah e

using this. If we consider two images affected hyne time is uncorrelated to the value at any other tinstant

type of degradation, the image with low MSE is elo® in Gaussian noise components. The blgrred yersion i
the original image. The Mean Square Error betwéen t 9enerated by convolution of the image with a windfw

original imagef(m,n)and the reconstructed imagém,n) chosen value. The ponvolutlon by a_wmdowgd fumrctio
which contains M x N pixels is decreases the amplitude at some points and insrélase

amplitude at other points thereby generated a dxdurr

M—-1N-1 image. Finally the rotated version is generatednibyilt
ZZ(f (m,n)) - g(m,n))2 Matlab function viz.imrotate( ). By providing the
== arguments label of the image, angle through which i

should be rotated, size of the returned image alwitig

} method of interpolation. Bicubic interpolation ikasen

C. Image Quality Measurement

The image quality is measured from the pararsete
Mean Square Error (MSE), Structural Similarity Inde
Metric (SSIM) and Mean SSIM (MSSIM)

1
M * N

MSE=

(2b-1)2
MSE

that provides pixel outside the image range toifsetar
pixels lost due to rotation. The “crop” option ratithe
image of same size as that of source image.

For an 8-bit image, b = 8 which gives the PSNReas | D€ next step in the process is image registratibith
} influence only on rotated, translated, scaled anears

PSNR=10* Ioglﬁ{

PSNR=10* IOgl{@ images and passes all other images without angracti
MSE By comparing with reference images the rotated enag
- o ) input(s) are oriented back to its original form.idtthe
(i)Structural Similarity Index Metri¢SSIM) process of overlaying two or more images of the esam
scene taken at different times, from different \peimnts
SSIM, Structural Similarity Index Metric is an and or by different sensors. To a base image taen
objective video quality assessment metric used imeference the other images are compared. Spatial
predicting the video quality. The structural simitia  transformation helps in orienting the input imageshe
among two frames is calculated by using SSIM. Amsame direction as base or reference image. Usiag th
alternative in evaluation of perceptual qualitysSIM. translational, rotational, scaled and sheared asitims of
It takes the quality degradations in the frames asranslational, rotational, scaled and sheared image
perceived changes in the variation of structuraconstructs the base image from spatial transfoomati
information among two frames The output of this step is an image oriented awstinp
(2itiy+ ) (200 + c;) image along with noisy and blurred versions tha ar
5 passed through.
(kEtu5+Cy) (oF+o5+Cy) For color images, R G and B components are sephrate
whereyy, 1y are the average of x and y respectively, from each image and Lifting Wavelet Transform (LWT)
is applied to each component using Daubechies 4
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coefficients.
orthogonal wavelets defining a discrete waveleigfarm
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Daubechies wavelets are a family of The final step in construction of a super resohutio

reconstruction image is interpolation of samples.

and characterized by a maximal number of vanishingnterpolation appends as many samples as needed

moments for some given support. With each wavgfet t
of this class, there is a scaling function (calleelfather

between two input samples to generate band limited
signal by applying a low pass filter. It is jusethpposite

wavele} which generates an orthogonal multi resolutionof sampling process. The data points in the image

analysis. A wavelet transform for an image imptiesst it

is sampled both in frequency and time to form wetgel

A two level decomposition is applied such that afte
decomposing an image using first level decompasitio
retains maximum information in LL band. The ‘LL’ thé

is decomposed for second time so that availabl
information is concentrated in a very small bandlL’.
Each output image is compressed by a powerful eavel

increases by appending more samples between twib inp
samples. The interpolation method used here isbicu
interpolation since images resampled with bicubic
interpolation are smoother than bilinear intergolat So

by integrating three low resolution versions of sam
scene image over an algorithmic procedure, thdugso

of the image is enhanced to obtain a super resoluti
reconstructed image.

based image compression method known as SPIHT. The

output from the two level transformations is enabded
then decoded by SPIHT method. The output diffesnfr
the input in a way that is compressed without arsg lof
data, with high quality and without any error.

VI. RESULTS

Image Quality Measurement values for proposed
method are listed in table 1.

TABLE |
INRUTINAGES PREPROCESSNG o SSIM VALUE FOR PROPOSED CASE FOR LENA IMAGE & HD
IMAGE
|
Noisyimage % ] Image Input Images Super Resolution
mi ’u’ o Quality Reconstruction Image
= Metric nois | blurre | rotat | after | after | after | after
Roated mage Tmage R i i e d ed Ima | deno| BD | IBD
Registration 1%, Y HIH ge ising
— ' HL | HH Fusi
Blurred image E i e on
L], v | [ SSIM for 057 [ yesg | 022 080 | 0.81 | 0.75 | 0.77
H HL | HH Lena Image 8 ) 9 44 38 34 44
SSIM for HD | 053 [ 0.756 | 0.28 | 0.81 [ g5 | 0.76 | 0.82
Image 87 5 68 71 ) 58 45
ILWT
[ — — From the below represents The low resolutiomree
! image from which versions of it were developedhisven
Deblurring | Denoising < Y| Tmage Fusion SPIHT R — [ ; ; e
. ¥ e Decoding Encoding in figures 10, Fig (a), Fig (b) represents thespomage
derived from source image by adding an additivetavhi
l ] Gaussian noise with variance 0.05. Fig (c) is ttated

Super Resalution
Reconstruction image

Figure 10: Block diagram for Super resolution imageonstructed

The three outputs are fused together to form
single image by a process of image fusion. Thenfusi
technique used here is averaging, a sub classatiabp
domain fusion along with transform domain.

The noise component of the image is removed bygusin
Dual tree Discrete Wavelet Transform abbreviated a
Dual Tree DWT. The transform estimates the origina
image adaptively from the noise image by taking mea
square error as optimisation criteria. The blurpadt of
the image is removed by using iterative blind
deconvolution or  blind  deconvolution.  Blind
deconvolution is a process where in a target image
obtained from a single or set of blurred images b
deducing its point spread function (PSF).

48 CVR College of En

version of source image by an angle of 10 degieesms
noted that rotation was checked for different angled
results coalesce. Fig (d) is the blurred versiorsairce
image developed by convolution with an impulse
response of [1 22222222 21]. The image®Wwee-
rocessed using image registration with argumemts s
at it applies to only rotational, translationaldascaled
images. By overlaying with reference images pradjde
the orientation of rotated image aligns similarthat of
reference image. Fig (e) represents the superutésol
reconstructed image after average fusing the timeges
btained after applying LWT, two level decompositio
PIHT encodes and SPIHT decodes in order. Fig (f)
represents the image where noise is suppressedheaibta
by applying dual tree DWT and interpolation. Fig émnd
Fig (f) represents the super resolution reconstdict
images after reducing blur by blind deconvolutiow a
iterative blind deconvolution respectively and are

¥nterpo|ated to twice the samples.

gineering
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Figure 11: (a) Source image(512x512), (b) Noisyge{256x256), (c)
Rotated image(256x256), (d) Blurred image(256x2%6),SRR image
after Image fusion(512x512), (f) SRR image aften@ising(512x512),
(g9) SRR image after Blind deconvolution(512x512) 3RR image after
Iterative blind deconvolution(512x512).

CONCLUSIONS

It can be concluded that output is a high Ikg&m

CVR Journal of Science and Techggl®&/olume 5, December 2013

fusion is applied and improved SSIM values are chote
However some blur and noise component is obsenved i
the image. Denoising is performed by Dual tree DWT
based algorithm and enhance SSIM values are ndted.
component is suppressed by Blind Deconvolution (BD)
and lIterative Blind Deconvolution (IBD). Also it mebe
concluded that debluring using IBD yields betted\N$S
values compared to BD so the former one is more
advantageous than later but this comes at a higher
computational cost. The results from proposed nwdel
concludes that a high resolution image can be waetlie
by combining two or more low resolution images aie
scene. The key to the success of the algorithnawinh

an accurate observation model. This includes thegen
registration parameters and the system PSF.
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Abstract—In this paper we design and simulate OFDM modulating signal is digital bit stream. Digital thdation
(Orthogonal Frequency Division Multiplexing) to study the s classified into different types based on theatmn in
performance of the OFDM system at higher order the characteristics of carrier signal, Three charistics
modulation schemes. It is very important to evalu@  f the gignal that can be varied over time are #ogs,
performance of the communication system, to test th phase and frequency. After modulation any one ef th

efficiency and quality of the service it can provié. We use th t is ch d and the other t .
Matlab program to design the functionality of OFDM, then ree parameters Is changed an € other two namal

BER(Bit Error Rate) is obtained to different SNR(Sgnal o~ constant. The three fundamental techniques of aligit
Noise Ratio) values, for M-array PSK and M-array QAV ~ modulation are, Amplitude shift keying (ASK),
modulations techniques. BER is widely used as perfimance  Frequency shift keying (FSK) and Phase shift keying
measurement tool, it tells number of bits destroyeavhile the  (PSK).
data is traveling from source to the destination,
AWGN(Additive White Gaussian Noise) is used as
transmission channel. Il. OFDM Signal generation
Index Terms—OFDM, Bit error rate, QAM, noise, AWGN. The block diagram of orthogonal Frequency Division
Multiplexing is shown in figure 1.
|.INTRODUCTION

Orthogonal Frequency Division Multiplexing (OFDM) = L i .
uses multiple sub-carriers for data transmissionthis | [0F Lyl %0 gl e |y b1 |l i b ceri
transmission scheme all the sub-carriers are oottago o =)
each other. OFDM is the combination of multi carrie l
modulation and multiplexing i.e. it is the procesk
mapping digital data on multiple carrier frequescie AMGN Channel
sharing bandwidth with other independent channiels.
this modulation technique data symbols modulate th l
orthogonally separated sub-carriers. This technigue e — -
similar to FDM technique except that the N non-| o L @ led "o e o] Cochieis o] i
overlapping Sub-carrier signals are made orthogona comerson o) comersin
Unlike other conventional frequency multiplexing
techniques, it overcomes the problem of bandwidth Figure 1: block diagram of OFDM.
wastage by using overlapping but orthogonal subierat

In this paper the higher order digital modiolat
techniques that are used for Orthogonal Frequency  Here we discuss the steps involved in tratigigi
Division Multiplexing (OFDM) designed. In OFDM we the OFDM signal. Initially the information to be
set frequency constant to maintain orthogonalitythef ~ conveyed is given as input to the system as bidatg.
sub-carriers and alter amplitude or phase or bbgame Unlike other modulation techniques using a singleier
time. We also discuss communication channels anfPr modulation, OFDM system uses a number of sub-
fading channels, which are used to calculate BibiEr carriers one for each symbol of input bit streano. T
Rate (BER) and the system performance of OFDMrccomplish this input serial stream of data is eoted to
transmission techn0|ogy_ In the modulation procﬂss parallel streams. Consider a serial bit stream lmt8and
convey the message properly the base band signal ifgs converted in to parallel , Now, each strearmiapped
imposed on to high frequency carrier signal and igvith a complex symbol stream using PSK/QAM. The
transmitted without disturbing the original data fong reason behind choosing particularly these techsidse
distances. Further we are going to discuss abdfereint they are high level modulation techniques. Mapping
modulation techniques and their effect on carrignal.  Using BPSK, QPSK or QAM helps to increase the data
Frequency of the carrier signal is always highentthe rate of OFDM. In this paper the BER vs. SNR ofth#
frequency of base band signal. In digital modutatibe three  modulations techniques observed. Simple

A. Transmitter
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illustration of the mechanism going on in this Kads If N modulated symbol streams are set as input
given below, IFFT with a symbol duration T, then the output OFDM
] symbol duration is NT. The output signal X(t) img
Mg 50— domain acts as base band signal for OFDM system.
= ' Addition of cyclic prefix To this OFDM signal cydli
iZmfet prefix is appended to avoid power loss due to ezhibés

generated by prefixing a symbol with its last saspl
Important point to be considered in order to serve

my l]:‘&_\\ effectively is its length. Length of the cyclic fireshould
I FT be at least equal to the delay of its multipathnecieh
glZn (fe+1/T)t “  Apart from this it retains sinusoids properties.

£ t Parallel to
lTlN,l IC '\»:),1 A Serial

conversion

Cyclic
‘ extension

<

|
i2n (fe+ [N-1]/T) t

Extended OFDM

OFDM signal with N symbols

| o 1 ‘ N-1

Figure 2: Figure showing conceptual modulation kloc . . . .
Figure 4:shows the multiplexed OFDM signal with N symbols.

In the figure 2my,my,.....my.;represents N parallel
bit streams obtained after serial to parallel cosiee and This is given as input to cyclic prefix extensiohere
each branch corresponds to a sub-carrier. Each su¥clic prefix is appended to each symbol. It alkovss
carrier modulates a symbol ¢m To maintain the difference between OFDM and its extended versio
orthogonality, frequency spacing of 1/T Hz is mained In normal signal which is obtained after multiplegj all
between the successive sub-carriers. This is becaufe N symbols are together one after the otheirboase

sinusoidal signals differing in the frequency 1/Mwe  Of extended OFDM signal there are samples appetuled
orthogonal over the period T. each symbol shown in figure 5. Thereby the two

successive symbols do not interfere with each ofiiew
the question may arise, which samples are addpckeéis
tn+T ; o — and to which extent? What is the use of appending?
gl2mfet {Er_-fzﬁ{f‘:*?)f} dt = ()  These questions are answered in the further sectibn
this chapter. Clear view of extended version of @FD

i .
i _ symbol answers half of our questions.
Individual sub-carriers are arranged, such that the

frequency separation between two successive suleisar
is Af = 1/T. Complex symbol streams obtained from
modulation block are set as input to the Inversst Fa
Fourier Transform (IFFT) block is shown in figure 3
where the domain changes takes place. Usually da
obtained after mapping parallel data streams ootp s
carriers is in frequency domain. IFFT convertsdaga in
frequency domain function to time domain function.
Obtained time domain functions are given as inmut t
parallel to serial converter and the signal aretipleked.
The final output from IFFT is multiplexed time doma
signal.

Copying end data to
beginning of the
OFDM signal

Last data

Cyclic Prefix Data
samples

N .
-+ - OFDM symbol (T) + -

Extended OFDM signal {T+t)

Figure 5: OFDM symbol with cyclic prefix.

 — The Figure 5shows the OFDM signal with and

without cyclic prefix. It is clearly shown that tasamples
Output signal in time of the symbol are added as prefix. In the figurst la
- : parallel, | emeipHy samples and the prefix are in same color and le@)th
serial which indicates that both the samples are same. The
length of prefix depends on the delay of multi path
channel. It should be longer than the excess defay
longest significant echo. Length of cyclic prefig) (is
also called as guard interval. This extended varsib
OFDM signal is transmitted through a channel to the
receiver.

\ Modulated symbol stream \

Figure 3: IFFT block diagram
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B. Effects of Inter Symbol Interference (ISI) amdet : ——
Carrier Interference (ICl) on OFDM
The two interferences ISI, ICI are usually Serid ! |

originated by transmission channel. When thest .| T
interferences are not introduced, orthogonalitywieen  Tie domain OFOM mm‘lﬂm
the sub-carriers can be maintained and the indalidub-

channels can be completely separated at the receiv
Practically it is easily achieved. This is becaQ$eOM is : :
not strictly band limited, due to this linear digtons . A —m
such as multipath makes each sub channel to sjtead
energy to adjacent channels. This leads to Interi€ta
Interference. Simple solution to prevent this isnirease
symbol duration.ISI can be avoided by taking cafe o
guard interval while gluing it to the OFDM symbol,
which should be longer than the excess delay ofipath
channel.

FFT Demodulation

Figure 7:FFT Block diagram

Figure 7. clearly shows the input and output of FFFT
gets parallel steams of data in time domain astjnipu
converts time OFDM signal to frequency domain. Qutp
from FFT is set as input to PSK or QAM demodulator.
C. Communication channels Demodulator separates bit streams from the caamer

In this paper The Additive White Gaussian Noisedives parallel bit steamsgmy....my., as output. These
(AWGN) channel used. This is because we ana|yzg|t steams are multiplexed using parallel to serial
different modulation techniques and AWGN s converter as shown in figure 8. and the final omedhe
considered as universal channel for analyzing diffe Mmessage signal to be conveyed. Output from sevial t
modulation schemes. In this, the channel doesnRarallel converter is S[n], which is given as ingot
introduce any distorts expect the addition of whiteOFDM system.

Gaussian noise to the signal passing through ird’by
the channels amplitude response is at and its pha
frequency response is linear for all frequencies. S
Modulated signals pass through it without any atagé
loss or phase distortion. Apart from this fadingesiot
exist. There by the received signal is the summatib ™ —
original signal and white Gaussian noise. Parallel

to
D. RECEIVER : i>
. o . serial } sni
First and foremost step at the receiver is rema¥al
appended cyclic prefix, which is equivalent to realoof

guard interval.

me C————

conversion

g I'E —
Channel \
" Removal of cyclicextension ——————
Figure 8: Parallel to serial conversion
0 1| e N-1 0 1 | N-1
: . IMPLEMENTATION AND RESULTS
Extended signal OFDM Signal

In this chapter we investigate performance of OFDM,
Figure 6: Removal of Cyc"c extension for different PSK modulations in AWGN channels.
MATLAB program is used to obtain results and
After removal of extension the signal is convebagk calculated SER (Symbol error rate) for various SNR
to normal OFDM signal, followed by serial to paehll (Signal to Noise Ration). We should note here BiER
conversion. While the effect of channel transforim®  (Bit Error Rate) can be obtained by,
periodic convolution of discrete time channel WiEBFT
of data symbols. Performing FFT on received samplesS mbolrate= Bitrate
converts the periodic convolution to multiplication y Numberofbistransmitedforsymbl
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A. PSK modulation scheme

In M-array PSK modulation system, I-component anc-|

Q-component are interdependent, with constant epvel

which makes the data points to form in circular™

constellation [7]. The important goals in designiag
digital communication system is to have very lowoer
probability and conservation of bandwidth. In théction

we use QPSK,16-PSK and 32-PSK modulations, witl-
AWGN channel. The performance of the system is! ‘ \ ‘ ‘ ‘ ‘

examined with different SNR values. The resultsaioigd
is then plotted and analysed.

B. QPSK modulation

QPSK uses only half the channel bandwidth used b}

binary PSK, has same error probability as of birRBK
system with same bit rate and samgN@é [7]. In this

Matlab program OFDM system is provided with 64000*

binary data, M modulation level is set to 4, FFigth is
set as 64, cyclic prefix is set to 10. The Tab#haws the
QPSK Simulation parameters in the OFDM.

TABLE .
QPSK SIMULATION PARAMETERS.

QPSK
M 4
Input binary data 64000
No. of symbols 32000
FFT length 64
Cyclic Prefix 10
No. of frames 500
Frame size 64

The constellation points of QPSK is shows in fig@re

For QPSK (Quadrature Phase shift Keying) we know i |

has four constellation points with two | values awd Q
values.

2z

QPSK Scatter plot

Quadrature

i i
0 1

In-Phase

Figure 9: Constellation of QPSK

-1

Plots in figure 10.shows the impulsive response and
frequency response of the channel and Figurestidw
first 100 input and 100 output samples. The pldigare
12, is used to visualize the error data, the neel §hown

in the graph is the error bit.
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Figure 11: Input and Output samples.

100 output samples

100 samples of ransmitted and received data
T T

0s

Figure 12: Plot of Input and Output signal to visgzeaerrors.

Figure 13shows number of errors to respective Signal to
noise ratio. In figure 14s plot of Symbol error rate Vs
Signal to noise ratio for QPSK-OFDM system. Apart
from this it provides same data rate as BPSK fdfrtha
bandwidth needed by BPSK. But the main problem in
using QPSK is the complexity of transmitters and
receivers.
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Figure 14: Symbol error rate Vs Signal to noiserfir QPSK-OFDM. ‘ 0 |
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C. 16PSK modulation ‘
In 16PSK system we can have 4 bits/symbol V'

Modulation level M is set to 16, total number aofsttio be
transmitted is 64000, FFT length is set as 64 gmticc
prefix is 10.

TABLE I
16PSK SIMULATION PARAMETERS

QPSK
M 16
Input binary data 64000
No. of symbols 16000
FFT length 64
Cyclic Prefix 10
No. of frames 250
Frame size 64

Figure 15 shows 16 points in a circle with phase _22:5c¢
and the demodulator has only _11:250 phase to tdibkec
symbol.

Figure 16: Plot of Input and Output signal to viseerrors.

Figure 17.shows number of errors to respective Signal to
noise ratio.

Murnber of Errars per symbol

14000

12000

10000

5000

6000

4000

2000

0

0 5 10 15 20 25 3o 35
SNR

Figure 17: Number of error Vs Signal to noise rémiol6psk-ofdm

Plot in figure 18shows SER of the system with different
SNR values.
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Figure 18: Symbol error rate Vs Signal to noiserfdr 16psk-ofdm

D.32PSK modulation

In 32-PSK we have 5 bits/symbol, Modulation leel i
set as 32, total number of bits to transmit is &@ad
FFT length is 64 and cyclic prefix is set as 10eTh
constellation diagram shown in figure b@s 32 points
separated with phase of _11:250 and the demoduiasor
_5:6250 phase to detect the symbols.

TABLE III.
THE 32PSK SIMULATION PARAMETERS
QPSK
M 32
Input binary datg 64000
No. of symbols| 12800
FFT length 64
Cyclic Prefix 10
No. of frames 200
Frame size 64
Scatter plot
1_.!. : -
o8| : S ; ] : 4
ua. R OO SRS U SORNE OSE
0z |
_04,é . : : P
nEk 4
1 : : s : -
1I —EIIE VD.‘E —EII4 —EIIZ El U.‘Z El.‘d EIIE D.‘B 1‘
In-Phase

Figure 19: Constellation of 32PSK

Figure 20 shows the first 100 input and output samples.
The figure 21. shows the plot of input and outpghal
to visualize the error symbols. Figure 8ows number
of errors to respective Signal to noise ratio. Fég@3
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show symbol error rate to corresponding Signal disen
ratios.
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Figure 20: Input and Output samples

100 samples of nangninsd and eceived dite

Figure 21: Plot of Input and Output signal to vigzeerrors.
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Figure 23: Symbol error rate Vs Signal to noiserfdr 32psk-ofdm
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From figure 24. we can see that when we use higthen BER(Bit Error Rate) is obtained to different
modulation level we have greater symbol error rateSNR(Signal to Noise Ratio) values, for M-array P&#d
32PSK has greater symbol error rate but has hightex M-array QAM modulations techniques. BER is widely
speed while using less channel bandwidth. We cdimcee  used as performance measurement tool, it tells ruimb
symbol error rate by increasing signal to noismmatWe  bits destroyed while the data is travelling fronuree to
can choose best modulation schemes to obtain optimuthe destination, AWGN (Additive White Gaussian NYis
performance of the system based on needs, to obtamused as transmission channel.

greater data rate we can choose higher modulation

schemes and to have very less loss of data we san u REFERENCES
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Abstract— This paper presents a review on power quality
problems associated with the integration of renewdb energy
systems in to grid and it shows how power electronidevices and
Flexible AC Transmission Systems play a role to nigate the
power quality problems. Photo Voltaic (PV) and Wind energy
systems integration issues and associated power djtiaproblems

are discussed. Classification of various Power Qu#f Issues used
by different researchers has been done and put foreference.
Application of various techniques as applied to migate the

different Power Quality problems is also presented for

consideration.

Index Terms — Power Quality, grid connected PV, grid
connected wind, Distributed Generation, FACTS Devies,
Renewable Energy.

Abbreviations:

GCSPV : Grid Connected Solar Photo Voltaic
GCWT : Grid Connected Wind Turbine

PQ : Power Quality

PE : Power Electronics

CPD : Custom Power Devices

All : Anti-Islanding Issues

FACTS : Flexible AC Transmission Systems
19 : Single Phase

UPQC : Unified Power Quality Conditioner
STATCOM : Static Compensator

D-STATCOM : Distributed Static Compensator

I. INTRODUCTION TO THE PQ ISSUES

It is necessary to meet the energy demanatilizing
the renewable energy sources like Wind, Solar, blydr
Biomass, Cogeneration etc., to have sustainabletgrand
social progress
conservation and the use of renewable sources psriant.
The need to integrate the power sources from reblewa

CVR Colleae of Enaineerir

sources like wind and solar into power system isnttke it
possible to minimize the environmental impact
conventional plant reported in [1]. The integratafrwind and
solar energy into existing power system presenténieal
challenges such as voltage regulation, flicker, muaric
distortion, stability etc., these power qualityuss are to be
confined to IEC and IEEE standards. A review of ynpapers
reveals that these power quality issues can octutha
generation, transmission and distribution. Theasstipower
quality is of great importance to the Solar (PVHdaWvind
turbine, as sources. A major issue related todotarection of
distributed resources into the power grid is thality of
power provided to customers connected to the grid.

In order to investigate the power quality pgeshs and
it's mitigation techniques a review of many pappublished
during the last ten years has been presented. lsssideen
discussed in [28-32],[11],[12],[13] presents abthé voltage
regulation problems. Papers [33],[34],[14] preseaatisut the
voltage sags and swells and it' s mitigation methade
reported. In [13] flicker issues and it's relatedtigation
techniques are discussed. Researches [7],[35-38tusbed
about the harmonics and it's mitigation techniquieg39-
44],[25],[15],[16] authors discussed about the al rand
reactive power problems and its compensation iqaes. In
[40], [45], [29-32], [46], [17], [20], [21] authorgpresents
about the different power quality issues and it'gigation
techniques in general.

This paper is organized as follows: In sectiin
Integration issues of Renewable energy systems ssch
GCSV Systems and particularly GCWT Systems are
discussed. Section Il discusses the Power Eleictsmiutions
for Power Quality improvement with applicationsggented
by different authors with their respective modétssection IV
Application of FACTS devices are presented and llfina
section V concludes the review with a summary.

of

II. INTEGRATION OF RENEWABLE ENERGY SYSTEMS

Here most promising and prominent technologiés

.In sustainable energy system, ggner GCSPV and GCWT are only considered for discussion.
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A. Solar Photovoltaic Systems: while commercial solar modules reached efficiencigfs

When the PV cell receives photon energy (=hp) as glmost 33.5%. In this paper the recent trends odvguo
function of time, power electronic converters ate tte  €lectronic topologies used in such systems are prede
employed to meet the load specifications [1],[@kusing Typical hybrid archltectu_re _of a grid-connected awable
on PQ issues and Anti-Islanding Issues (All) regaydPV ~ €nergy sources is shown in fig.1.

Based on the type of grid, the systems are desifprezingle-
phase or three-phase. Also, when multiple PV arrases |
connected, the harmonics developed are observeldave Eneray

systems connected to low and medium voltage leetkhe Microgrid Series Converter __Utility Grid
network. The overallperformance of SPV system including Shunt Converter T i £
PV module, inverter, filter controlling mechanisnt.gis to e L O | et 1, | " ’
be optimized [3] such that the voltage variationd aomplex il R - 7 777
power of the line are controlled, limited to theidglines. Wind Tusbine /ﬁ

Loads

Storage .~ DCIAG| [ s
higher bandwidths of frequencies from sub-harmotoc Eﬁf i'u i ii .
multiple order harmonics. L i
Custom Power Devices (CPD) plays a vital role imynaf L Loads y e Sarce ||
the GCSPV connection tOpO|Ogie'Ehese CPDS, connected --cccctooie- { ............. it .E!““.‘W{?'?”.'Q‘. L e .
to non-linear loads, introduce harmonics the grid. o Data Bus < =
Therefore, this needs to be considered in the obetr Courtesy: Ihttp://wsiwleonardo-cnergy.org/
design for the CPDs [4],[5] to make the output it at the  Figure 1: Architecture of Grid connected renewahiergy
Point of Common Couplings (CPP). The applicatiohthese sources
are briefly discussed in [6]. Experimental outcomha single- In [11-19] steady and dynamic state study is preskas a

phase laboratory setup (2 kVA inverter) is illus#@in [7] 10 STATCOM based control scheme for grid integratecrmi
explain phase-synchronized grid voltage with théphef  generators. [20], [21] authors discussed about URfaged
kalman filters. Recently Multifunctional PVnverters for  control scheme to mitigate the PQ problems. Thesthoals
micro grid applications are coming up to introduf®  proved through simulation and experimental restitt the

reliability as an additional objective [8]. injected voltage gets minimized and a circulatiogvpr under
all operating conditions of grid connected systems.
B. Wind Energy System: A. Power Electronics for GCSPV Applications:

The causes for reduced PQ in GCWT, violating the  papers [22-25] highlight the power electronidutions
regulatory frameworks were extensively discussed[dh for GCSPV applications. PV module is connected he t
considering the voltage deviation and frequencyiaé@ns inverter which is directly fed to the grid, so watit using
defined by IEC 61400-12,-13, and -21. Fluctuatidhiskering  patteries it will supply the energy during day-timeducing
and harmonics were found by simulations and exmEme1to  the cost of the system and maintenance. Feedbatrsy are
explain the pressing need for CPDs in improvingR@ [6].  mostly required to continuously monitor the gridtage and
Each GCWT influences the overall outcome and heace frequency. Broad literature is available for PWM dutation
centralized approach was not found fruitful, butetetralized  techniques to fire up with switching frequencies2oto 20
mitigation of PQ problems has to be done whatevekHz [26]. Extensive VSI based inverter designspesented

connection topology is used [10]. in [25], summarizing interconnection standards oY P
systems. The inverter technology here is broadigsified as
[ll. CPDs FOR PQ IMPROVEMENT a) centralized

PQ events may be seen from the utility perspectivey) String technology and
(Including generation, transmission and distribnitiand the o
load perspective. Popularly known solution for thesgblems ~ €) Multi-string technology.
is to install line conditioning systems excited thywheels,  The topologies can be further classified based on
super capacitors, and other energy storage devidgésh )
smoothens the power system disturbances. Mainlyepow @) Number of power processing stages

Due to innovations in the field of PE, the cost jpestalled o
kW of GCSPV and GCWT systems are coming down €) Types of grid interface. o
encouraging the bulk usage. The capacity-weightestage  References to ac-module-inverters are given in {ff35]} of
installed price between 2004-2008 was $6.2/W, wihi2009-  [25]. All these three topologies can be found i6][@herea
10 was $3.9/W and in 2011 was $3.4/W. [9] The itewsr cascaded multilevel inverter to integrate Segmeriadrgy
became more efficient and reached efficiencies ntbem  Storages (SES) for a 18 GCSPV system to mitigate th

98%, since 60% of the energy being consumed isertew, Overvoltage at PCC, while compensating reactive grow
flows. A new Online Overvoltage Prevention (OOP) control
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strategy maintains PV terminal voltages within $fied range
while maximizing the PV energy [24].

B. Power Electronics for Wind Turbine (WT) Applioats:

CVR Journal of Science and Techgg|&/olume 5, December 2013

Filtering (ANF) approach which can address issues like,

extracting harmonics, voltage regulation, compleawer
control, suppressing frequency variations and nom®ents
using the sequential components of voltages aserate.

Papers [28 -48], highlight the CPDs for GCWT some methods for harmonic damping are (i) a shanmhbnic

applications. Several issues like voltage fluctuagi
sags/swells, and harmonics with real and reactioavep
compensations are addressed through CPDs. Thdyriafty
addressed in this paper.

a. Voltage Regulation:

The droop characteristics are used, particulartydi61Gs
to control the voltage magnitude and frequency.[3hjs can
be extended to GCWT systems by doing a voltageitsgtys
analysis to achieve voltage regulation at PCC. Rigé DC
bus ripple is a result of the voltage-drive modetovide the

impedance method adaptable for
application [38], (ii) The voltage-based droop cohstrategy
to have controllable harmonic current and PQ (iuristic
optimization techniques such as differential evolut
algorithm (DEA) are used to obtain the switchingtes of
CPDs, as a nonlinear optimization problem.

e. Real and Reactive Power:

The seasonal patterns and the diurnal vaniatd wind are
to be addressed for GCWT systems to achieve higlitgu
power from inverters meeting the specificationgd codes.

best AC power quality [28] and concludes that theA droop control method is proposed based on thetivea

bidirectional power flow and the bottom-up decelinesl
control methods make DG systems are well controdad
organized. To overcome this problem in [29] autfamuses
on the grid-interfacing architecture, with fuzzy gio
controllers to improve voltage qualitfzor wind generators,
there are three frames of references that one cak @n. In
[30] a control method based on stationary-frame is usedrio
islanded micro grid. Here, the complex power dreoptrol
systems use a virtual impedance loop, to compenttete
unbalances.

b. Voltage Sags/Swells:

The operation of Sensitive loads connected to i ig
influenced by the voltage dips. To overcome th&advantage
author presented power electronic converter,38] [ising a
series compensator, which requires considerably #esive
power and is able to restore the voltagethe load side.

power produced by the negative-sequence currentthad
positive-sequence line voltage [40]. A variant bé tdroop
control strategy is used in [41yvhich combines P/\droop
control with voltage droops to control the activewgr. A
Lyapunov-function-based current trackingontroller is
proposed to control both active and reactive pofimy for
GCSPV and GCWT micro-systems throughsiagle-phase
parallel-connected inverter. The THD levels weraunid
satisfactory even for nonlinear loads. The real asalctive

power drawn from the 1@ grids can be controlled by

optimizing the transformer tap settings [44].

IV. APPLICATION OF FACTS DEVICES

The need for network management under dynamic atate
to provide a cost effective solution for mitigatinge PQ

problems can be addressed using FACTS devices [51],

Distributed  Generation is one way to overcome theMipgroduced by N.G. Hingorani.. The STATCOM basedtcol

particularly under transient states. [49] The CHiks VSCs
connected to the DGs also get influenced by theagel dips.
A Fault Current Limiter (FCL) can be placed to stggs these
affects within 3-30 cycles. Grid-interfacing poweguality

compensator fothree-phase four-wire micro-grid applications contro| strategiesStatic Synchronous Compensators are later

schemes are a proven technology to look after tie P
problems for grid- connected systems at P{1G], [17].
Voltage fluctuation suppression adgnamic simulations were
studied [11], to verify the performance of STATCORH its

was developed using the sequence components tet injgjevised to overcome voltage sags/swells and untegam

voltages as a complementary measure Under the Ritrimg

distributed generators connected to micro-gfidg. A novel

scenario a Power Quality Control Center (PQCC) Idou myilevel, hexagram converter method for GCWT epst

regulate voltage due to the reversal of power fldnas the
DG and the increase in short circuit current [34].

d. Harmonics:

Harmonic resonances occur due to GCWT systems. TheTATCOM

theory behind this introduced and the consequepeesented
with necessary case studies in [50]. A wide spectrof
current and voltage harmonics is caused by theepoes of
power converters. An
(ARMA)
affectively. In [35] Bandwidth-harmonic power drodmas
been proposed to share the harmonic power amontiptaul

was developed performing reactive power compenséabip
One-Cycle Control (OCC) [15]In [12] authors present a
novel night-time application of a PV solar farm poimg a
for voltage control, improving power
transmission capacity during nights.

For low and medium power applications, DSTATCOM are

employed to compensate for poor load power fadt8s A

method determines the harmonic spectrumCompensation in 1 Operation of Micro grid6]. The
ratings of these devices are

placement and current
optimization problems and various techniques arailavie

converters. In [36] authointroduces a new Adaptive Notch for solving it [13].
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Recent reports [20],[21], [52] shows the applicatiof

UPQC to DG integrated network to compensate almost all

existing multipurpose PQ problems in the transrmissand
distribution of power.

CONCLUSION

A review of PQ problems associated with the GCSPd
GCWT systems are presented, quantifying variousifesa of
research papers published in those areas. Thes;aafects,
mitigation technologies featuring their topologikgghlighting
the advantages of the grid integrated solar andcparly
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System”,|IEEE Transactions on energy conversionl. 23, No.

1, March 2008.

[12] S.Kokilavani,S.Shiny jasmine,”Regulation of Gridltage by
the application of Photo voltaic(PV) Solar farmSBEATCOM”,
S.Kokilavani S.Shiny jasmindnternational Journal of
Engineering Research and Applications (IJER¥I. 2, Issue
3, May-Jun 2012.

a [13] Tzung-Lin Lee, Shang-Hung Hu, and Yu-Hung Chan, “D-

STATCOM With Positive-Sequence Admittance and Niegat
Sequence Conductance to Mitigate Voltage Fluctnatiin
High-Level Penetration of Distributed-Generations®yns”,
|EEE Transactions On Industrial Elecctronics, @0, No. 4,
April 2013.

wind power systems are examined. The cost effectivgl4] Josep M. Guerrero, Poh Chiang Lgh, Tzung-Lin Lee,and

solutions of CPDs and FACTS devices are highlightedive
an insight to the scope of research in low and oradevel
voltage networks and for 1&g and 3@ micro-grids nedbgies.
Most of the references listed here have laboratesylts.
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Abstract-Modern communication systems require higher
data rates which have increased the demand for thkigh
speed transceivers. For a system to work efficient| all
blocks of that system should be fast.. This fact lsaled
researchers to develop high speed analog to digital
converters (ADCs) with low power consumption. Amog all
the ADCs, Flash ADC is the best choice for fasterada
conversion because of its parallel structure. Thigpaper
work describes the design of such a high speed arow
power Flash ADC for the analog front end (AFE) of a
transceiver. A high speed highly linear track and bld
(T&H) circuit is needed in front of ADC which givesa stable
signal at the input of ADC for accurate conversion.
Averaging technique is employed in the preamplifierarray
of ADC to reduce the static offsets of preamplifies. The
averaging technique can be made more efficient bysing the
smaller number of amplifiers. This can be done by sing the
interpolation technique which reduces the number of
amplifiers at the input of ADC.

The Flash ADC is designed and implemented in80 nm
CMOS technology for the sampling rate of 1.6 G
Samples/sec. The bootstrap T&H consumes power of 9B
mW from a 1 V supply and achieves the signal to ne¢ and
distortion ratio (SNDR) of 37.38 dB for an input sgnal
frequency of 195.3 MHz The ADC with ideal T&H and
comparator consumes power of 78.2 mW and achieves34
effective number of bits (ENOB).

Index Terms—ADC, low power, track& hold, comparator,
high speed, transceivers.

I.  INTRODUCTION

For communication systems the need arises for highe

data rate and high speed transceivers. To inctbasgata
rates and handle wire losses, high speed analdital
converters with multiple bits of resolution are deé at
the receiver end. The development in analog aniatlig

domain has grown dramatically over the years. As a

result, the speed and efficiency of the digitatwits has

concentrated on the design of track and hold dirand
preamplifier design.

The over view of the communication system shown in
figure.1. This system mainly consists of a highespe
transceivers and a channel through which data is
transmitted and received. In high speed transceitbe
8-level pulse amplitude modulation (PAM-8) moddati
schemes are used for multi-gigabit transmissioredace
transmission time and for fast bit rate.

Transceiver

Transceiver Channel

Transmitter Reciever

Reciever

Figure 1: Block Diagram of Transceiver

Copper Twisted Pair

Copper Twisted Pair

Transmitter

The transmitter sends the signal by usingptlise
amplitude modulation (PAM) with the data rate ofesal
Gb/s. In the Pulse Amplitude Modulation scheme, the
information is encoded in the series of amplitudmal
pulses. A PAM-8 is used in the above system which
transmits three bits of information in each symtiwle.
This reduces the effective symbol rate of binagnaling
by three and the required data rate can be trarshmit
with reduced channel bandwidth.

The channel is used in the above system is a
Copper twisted pair cable, which is capable of oauty

the noise interference and crosstalk between the
differential pair of wires. These cables providadbaidth

up to 600 MHz and speeds of several giga hertz.

Next, the receiver consists of two main k&c
one is analog front end (AFE) and second is digihal

increased to a great extent and also these circuifwocessor (DSP).The AFE receives the signal which i

consume less power. In contrast to this, input utudata
rate of analog circuits is not as fast, becauseotliside

sent by the transmitter. The received signal isveced
into an equivalent digital signal by ADC before dieg

world does not shrink along with the CMOS technglog to the digital signal processor (DSP) for procegsifhe
Due to this technology difference we can see that t AFE contains variable gain amplifier (VGA) and awl

analog interfaces are the limiting factor in theokeh

to digital converter (ADC) and other blocks. Thedi

system in terms of speed and power. The high speatlagram of the AFE is shown in figure 2.

Transceivers requires high bandwidth and high e

ADCs. For high speed purposes, flash ADC is thd bes

choice for fast data conversion. This paper wodspnts
the design of such a high speadd low power flash

ADC for the analog front end of the transceiver and
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A. Variable Gain Amplifier In this paper, the design of track and holdut

In the AFE, the VGA amplifies or attenuatée t and preamplifier for high speednd low power flash
input signal to produce signal amplitude which dtou ADC for the analog front end of the transceiverteysis
match the full scale input range of the ADC. Theialse placed.
gain amplifier (VGA) is used in many communication
systems to improve the dynamic range (DR) of the Il. FLASH ADC

overall system. There are two types of VGAs, a figi Flash ADCs are suitable for applications where very
variable gain amplifier (DVGA) and an Analog vaiigb  high analog to digital conversion speed is requiat
gain amplifier (VGA). 1. Digital variable gain aniir  hase Flash ADCs are limited to the resolution igfte
(DVGA) uses binary weighted arrays of resistors angght pits because the number of comparators used i
capacitors to control the gain. Application of DV@AIN  these ADCs double if the resolution is increasecbg
cable TV system. 2.Analog variable gain amplifierpit pue to the large number of comparators, th&CA
(VGA) uses variable resistance to control the gaimey  ~;nsume more power and are very costly for higher
are used in ultra sound scanners and radars. resolutions. The major applications of flash ADGs &
satellte communication, radar processing, data
communications and real time oscilloscopes. Inttasis
work, flash ADC is used for data communication
applications.

The flash ADC can achieve better sampling rates as
the only analog building block in flash ADC is
comparator [21].The function of flash ADC is very
simple, it compares the analog input signal withueber
of reference voltages and produces the output. The
parallel architecture of flash ADC allows conversio
process in one clock cycle. So at the same conversio
Analog Front END rate, flash ADC has low latency where latency is th
number of clock cycles required by an ADC to cohver
the given input to an output. Thus, the flash ADC i
extremely fast and gives the data conversion rates
several GHz. The only problem with the flash ADGhe
power consumption which increase with the incraase
number of bits, that’s why this ADC limiting the mber
B. Analog to Digital Converter of bits to six to eight only. The block diagram of

Analog to digital converter is used to convart conventional flash ADC is shown in figure 3.
analog signal into a equivalent digital data. Ia #hFE,
ADC takes the analog signal from VGA and convetts i
into digital form before sending it to the Digit8ignal
Processor for further processing. Mainly the Anatog "= ] vl omparater

digital conversion involves three steps: Sampling, —1> >

Quantization and Coding. In the sampling procels, t
samples of the input signal are taken at discredtants

of time. Then the frequency corresponding to thesi _D—D_
samples is called the sampling rate of ADC. Foueate
representation of signal, the sampling process Idhou —D D
follow the Nyquist theorem i.e the sampling freqexen
should be at least twice the highest signal frequem
gquantization, the sampled signal is approximated t b—b—
certain standard quantization levels depending hmir t

amplitudes. In encoding process the quantized kigna co
converted into binary code. Lo

C. Digital Signal Processor D D

The Digital Signal Processor (DSP) captures th
digitized information from AFE through ADC and then ver es—
manipulates it mathematically at a very high spded.
communication systems it is used for the Equalirati
Non-linearity compensation, Decoding and Forwardrer
correction. The other applications of DSP includelia
and video compression, image processing, autorgatic
control algorithms.

RECIEVER

Figure 2: Block Diagram of Analog Front End.

AmMODOOZm

Figure 3: The block diagram of flash ADC

The signal coming from the track and hold is
compared with a number of reference voltages whieh
generated by a reference circuit. If the input agéd is
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higher than the reference voltage, the comparavesdl' is needed to reduce bit error rate (BER) by redutire
at its output, and if the input voltage is lowercasnpared offsets of comparators. The BW of Pas should also b
to the reference voltage, the comparator givesTBe  high to improve the settling time and avoid distors at
code produced by comparator array is callechigh input signal frequencies. It is difficult tacltaeve
thermometric code which is then converted to binanjhigh gain with high bandwidth in one stage so misti
output by an encoder [10]. stages of pre-amplifiers can be used to increaseydn
[5, 8]. In addition to comparator large dynamicsets,
A. Track And Hold Pas also have their own static offsets. To reddfsets
The first circuit in the flash ADC is the T&gircuit of PAS, |arge transistor sizes can be used. Tm |
is as shown in figure 4, It consists of a sampbmdtch  transistor sizes increase the input capacitanceAd
and a hold capacitor. During the first half of tleck  \nich in turn increase the load for TnH circuit. dther

CyC|e, the circuit tracks the Signal which is cdllthe efficient way of reducing the PA offset is to use
tracking mode and during the second half of clogile  ayeraging technique [13].

it holds this value in the hold capacitor for supsent
processing, and this is called the hold mode. W&k

and the hold capacitor make a RC network, the tim Switch

constant of which determines the BW that can bé® Sinal O/P Signal
achieved through this network [16, 17]. l
Switch Buffer Hols Buffer
Capacitor

I/P Signal J_ O/P Signal

Feedback Path

Ho lq Hold
apacitor | |Capacitor
17

Switch

Figure 4: A basic track & hold circuit

I/P Signal OJP Signal

Track and hold circuits are important building tHec Buffer
of ADCs where they are used to improve the dynami
behavior and reduce the errors due to apertuer jthd
clock skew [29]. This is because the T&H circuitvery Figure 5: Open loop and Close Loop Track and Hotdu@s.
small as compared to the whole ADC. The clock skew
and jitter problems have effect only on the fromd & &H The averaging technique is used to reduce thetsffse
circuit and the ADC have stable signals at thepuin of PAs. In this technique, the outputs of PAs are
The overall performance of ADC depends highly om th interconnected through averaging resistor net wak.
performance of T&H circuit [6, 14]. doing this, the errors contributed by individual $are
The T&H circuits are classified into two types dise averaged, and offsets are reduced. The reductioffdat
open loop and second is closed loop. In an opep loodepends on the ratio of averaging resistor and ubutp
architecture, there is no feedback loop. The Té&duit impedance of PA. However, this technique causes
mainly consist of a sampling switch and a hold citpa  problems at the edges of resistive network wheee th
with input and output buffer. The purpose of budfes to  linearity is reduced because of boundary issuesl?9,
isolate the T&H circuit from the rest of circuith@& open  13].
loop T&H architectures are used where high BW avd | Averaging technique to reduce offset errors can be
power consumption is required. The accuracy of thismproved further if it is used with a reduced numbé
open loop architecture is not so good due of tek tf  PAs [1]. To reduce the number of PAs at the fitags,
feedback. At high speeds, the circuit producesbibty. interpolation is employed. In interpolation, intediate
In the closed loop architecture, a feedback losp ivoltage points are generated by replacing eachtoesis
inserted between the output and the input. Thidldaek the resistive network, with two resistors of haites
improves the accuracy of T&H circuit but reduces th Multiple taps of interpolation are also possible, [2
speed. So this architecture is not suitable forstreeds in  13].Multiple stages of PAs can be used with averggi
the range of GHz. Figure 5 shows the open loop andnd interpolation to reduce the number of PAs
closed loop configuration of track and hold circuit significantly. For example, for six-bit flash AD@,three
o stages of PAs are used with an interpolation factor
B. Pre-amplifier two, then the number of amplifiers needed at thst fi
The function of pre-amplifiers in flash ADCs is to stage will be nine instead of 63. Another advantafje
amplify the voltage difference between the inp@nal  using interpolation is that the requirements fa thack
and the reference voltage. They are used at thet Wip  and hold circuit can be relieved as its output lésad
comparators to suppress large dynamic offsetseauce  reduced because of the reduced number of PAs. fiso,
the meta-stability errors [2]. High gain of pre-difiers  size of PAs can be made bigger to reduce offsetisefu
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C. Comparators bootstrapped T&H circuit is employed in this paper
The comparators are the basic building blocksagtl Which makes use of bootstrapped switch. Figureotvsh

converters and are used to convert the analoglsigia  the block diagram of such a bootstrap T&H circ@ne

digital form. A comparator in flash ADC acts asreeit ~ Of the sources of non-linearity is a variation im o

quantizer. A N-bit flash ADC required'21 comparators ~ 'esistance Ron of sampling switch which is causesitd

and for every additional bit, the number of reqdire the non-constant gate to source voltage (Vgs) dutte

comparators becomes double which increase both powtack mode. The Ron of sampling switch is given by

and area. Due to this fact flash ADCs are not blétéor

high resolution. The outputs produced by compasadioe Ron= 1

not practical to be processed in the DSP, so aodemds - _

needed to produce binary output for further praogss ’UCOX(W/ L)(\/gs vih)

D. Encoder

The function of the encoder is to convert the
thermometer code produced by comparator array anto Clock Boosting
N-bit binary code. Encoder can be implemented ir Circuit
different ways such as XOR encoder, ROM and fa tre J

. .. P or
encoder. The proposed encoder is a CMOS priorit___| .y gufer s Output Buffer ——
encoder. In this implementation, we have used pas
transistor logic and dynamic circuitry not onlydohieve Sampling
high performance but also to minimize silicon restate. Network
we describe the circuitry of a CMOS priority encode
with no lookahead. Then extremely fast prioritycaitry
is added to this circuit, with a very small impact the
overall number of transistors, to produce an enctiuk
uses a priority lookahead scheme. The four bitriyio
encoder is shown in figure6.

Figure 7: Block Diagram of Bootstrap Track & Holdteiit.

The resistance of switch changes with the change in
source voltage, which degrades the linearity afuiir To

clock PrecHarEe precharge avoid this, a bootstrap switch is used which ketes
Ron independent of source voltage by making the-gat
- |§—y'“EED source voltage of switch constant. Also, it is cexbito
Mirss F—IJF““_J_l ; 114 have a small Ron for better linearity, this carabbieved
-7 by increasing the W /L ratio. The bandwidth is also
3 1 ‘—1_ __jﬂ'l reduced with small Ron. A bootstrapped switch igvah
Ao U e B in figure 8.
I% T:n— The pseudo-differential architecture was chosen to
i Y — _l_DfEi’ design the T&H circuit. because it reduces the comm
[>T r o 18 mode (CM) hold pedestal and even order harmonits. |
{7| o this way, it is possible to use hold capacitorswiller
T EB sizes
Mo Fﬁ_& Po }l‘“]_ There by increasing the speed of T&H circuit [18].
et pseudo differential architecture uses two sepalate
i/" identical circuits which represent positive and atag
\;ﬁ part of the differential input signal [7].

4y i
Figure 6: 4-bit priority encoder =" l e
Vi
cB ve I
1. IMPLEMENTATION ¥
Mo Ms Me
In this section the blocks of the Flash ADC , rhain [ & = &
track and hold and preamplifiers are designed & th * ¥ T
CMOS technology in the transistor level using 180n g " = or
technology. I
A. Implementation Bootstrap Track and Hold =
The open loop T&H provides high speed, but lingarit Figure 8: Bootstrap Switch.

of this architecture is not so good because theraoi
feed-back path. To overcome the linearity problems,
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The bootstrap T&H circuit used in this thesis isexactly match the charge from the sampling switch
comprised of NMOS source follower (SF), a samplingbecause of different operating regions of samingch
network (SN) containing bootstrapped switch and awhile the Vds of dummy switch is constant as thairdr
dummy switch, and finally a PMOS source followeheT and source terminals are shorted. It was therefore
description of individual blocks is given below. assumed that half of the channel charge from saigpli

switch is injected on both sides. The charge iegdty
B. NMOS Source Follower Buffer o the switch was absorbed by dummy switch thus

~Source followers (SF) are used in high speed T&Hyreventing the error in the value of voltage on hinéd

circuits as voltage buffers. A NMOS SF with resistd  capacitor. When the dummy switch turns off it also
source was used as an input buffer. The reasonsfog  jnjects its charge on both sides. This is the neashy
resistor at the source instead of current sourceto@et  source and drain of dummy switch were shorted ksau
higher bandW|dth The gain Of NMOS SF was I|m|ted|n this Way all the Charge was injected to a low
because of using a smaller value of the sourcstoesio impedance, Vo|tage driven source. ThUS, the Charge
get high bandwidth. The non-linearity due to boffe@ injection of dummy switch had no effect on the eahf
was eliminated by connecting bulk of the transistoits  yoltage on hold capacitor [11]The transistor level

source. NMOS with triple well process was used tgmplementation of bootstrap circuit are shown igufe
eliminate the body effect where it is possible tmmect 10,

the source to bulk. .
iy 2
»
B ow - [/ s @
R |
. . S
Figure 9: Transistor level implementation of NMO&u&e Follower. Figure 10: Transistor Level Implementation of SampNetwork.

In this work, NMOS SF was used to drive the input The maximum input frequency of ADC is limited by
capacitance of SN and isolate the TnH circuit fromthe 3 dB frequency of sampling switch in TnH citcui
variable gain amplifier. A cascade of NMOS SF wesdu The 3 dB frequency of bootstrap switch and hold
to shift the DC level of the input signal from M4o 450  capacitor during the track mode is given by [18]:

mV. The level shift of signal could also be doneain

single stage either by decreasing the size of istms or 1

by reducing the value of source resistor. In batbes, the f3dB = 2_7'[T

gain of buffer reduced significantly. The level fihg

was done to get the common mode voltage of 1.3tleat
output of track and hold circuit. The transistovde
implementation of NMOS SF are given in figure 9.

where

T is time constant and given by= Ron(CH + CP),

Ron is the on-resistance of sampling switch.CH a@fd

are the hold capacitance and parasitic capacitance
C. Sampling Network respectively.

A NMOS transistor was used as a switch for itsevett p. Qutput Buffer

speed as compared to the PMOS switch. A major : . .
drawback of the NMOS sampling switch is that it has The PMOS SF was used to drive the input capacitance

strongly signal-dependent on-resistance [18]. Acklo of the amplifier array which act as a load for T&Hcuit.
gly signa P ) ' To reduce the body effect, bulk of PMOS transistas
boosting circuit was employed for getting constdgs to

S . . H connected to the source so that the source buliagml
reduce the variations in Ron. A dummy switch w; o remains constant. Due to reduced body effect, the
to reduce the non-linear effects due to chargeciige

) linearity of PMOS source follower improved. The BW
2vnv(ijtccr:05vkezgeg;1tgrrtoe Léghér;rdhihseourgtee a(r;;j tﬂggllx{t?grcvarequired for this buffer for its output to settléthin half
provided with the sar’ne clock bgosting circuit aat tof oflthletsgrgpltiﬁg peri(t)_d fo_r 'n'bb:t a<.:curacy, can be
the sampling switch but in complemented form. Tize s calculated by the equation given below -
of dummy transistor was chosen to be half the size - Dn(3) 20f,
sampling switch, which is perfect for clock feedetigh BW > O
cancellation. The half size of dummy switch does$ no
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The figure 11. shows Transistor Level Implementatio #z
of PMOS Source Follower.The PMOS SF was simulater ===
for the load capacitance of 250 fF and achieved th s |
required bandwidth over all the corners. The gain o
PMOS SF was less than unity because of which th
output signal swing is smaller than the input sigveing

B

as shown in the transient waveform. g
m:{ t .
EN 2 m%' '
o | - L ! | ! ! | !
. i i1 [ g o' W 7 Lm'.'.f‘ w uf W o Tig
[ ] [ ] o
L= 11 =11 Wi o i
n I - Cumpx
. = 17 ‘ L0
[ | ™ FL.I -
T —la ! [ S 44
. ! i 250
0.0+
Figure 11: Transistor Level Implementation of PMS8&irce Follower

T

tme (s}

E .Design of Pre-amplifier

The PA consists of a simple differential pair which Figure 13: AC And Transient Response of NMOS Sotraower.
was used to amplify the output of differential di#nce

amplifier. The amplification was need to have sigain = **Ed£ e
the output of PA array be much larger than the tinpu == ]
referred comparator offset [13]. Three stages ofvidhe
used for getting large amplification. The trangidevel i

implementation of in figure 12. ]

i
wpehd |.'.=_‘
-
Eon ||
n ng— =
[ L
o
|-..H
wed " -250.0-
[

SO0 1 sl

Figure 12: Transistor Level Implementation of Prey#\ifier.
Figure 14: Transient Response of Track And Hold r@gen.

B.RESULTS

The NMOS source follower and track and hold circuit
and PMOS source follower and pre-amplifier circuit
blocks are simulated in 180nm CMOS technology using
cadence tools and the transient responses are simown
figures 13,14,&15 respectively.
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ey TABLE Il
0] PARAMETERS OF TRACK AND HOLD CIRCUIT
= Parameter Bootstrap TnH
Bandwidth(Hz) 4.702 G
2w ' i SNDR(dB) 37.38 dB
Power Consumption (W) 27.95m
Sk Output Common Mode 1.3
00l | . L__ . The figure 16 and Table 3 shows the results of P& o
L i Weiw M % corners and mismatches. Simulation results for Fews
i —— that the gain greater than two was achieved ovehael
e : corners. The BW was simulated 1 dB low for the PA
20, stage and minimum value obtained was 1.417 GHz with
- 25 fF load which is higher than the requiremente Th
' offset for PA stage was high because of the sl af
g,m transistors. The transistor sizes for PA were lezpaller
to avoid large loadfor preceding difference amplifier
oty stage.
] TABLE Il
L SIMULATION RESULTS FOR PRE-AMPLIFIER.
B '-‘MM}I T T Parameter Minimum | Nominal | Maximum | StdDev.
Bandwidth {Hz) t417C | L703CG | 20530 | 1087 M
Figure 15: Transient And AC Response of PMOS SoEatiewer. AC Gain (linear) 2282 3177 4117 §0.14 m
Tr. Gain {linear) 1.4 1.604 1,004 67.63m
The simulation results show that the BW of 4.5 GHz Input Offset (V) 0 0 i 0804 m
was achieved for all the corners and SNDR of 31B8 Output Offset (V) 0 0 i 3138 m
was achieved. The SNDR could be improved further Output CM (V) 1.208 1.470 1.62 16.7m
either by increasing the size of sampling switchbgr Power (W) 1300m | 1617Tm | 228 m |4381u
increasing the hold capacitor value, but this a¢sullts in
decrease of BW. The power consumed from bootstrap
circuit was 27.95 mW, which is mainly because ofjéa R
currents owing through NMOS SH.able 1. shows the P —
summary of results obtained from bootstrap TnHuiirc ==
with ideal clock. The results are shown for bothnen
and monte-carlo (MC) analysis. The Table 2. Shdwves t
important parameters of track and hold circuit ltssu ;]
1]
TABLE 5.1
SIMULATION RESULTS FOR BOOTSTRAP TnH WITH IDEAL
CLOCK.
Parameter Minimum | Nominal | Maximum | StdDev. g
BW Input Buffer (Hz) 455G 736 107G |78M o
BW Output Buffer (Hz) 633G 887G 1223G | 1286 M ]
BW SampleNetwork (Hz) 10.49 G 16.51 G 234G |1365M fun
BW Track n Hold (Hz) 472G | TG 058G | 1637 M
Tr.Gain InpBuf (Linear) 7325m | 8233m | 8609m |L703m
Tr.Gain OutBuf (Linear) 634 m 343m | 7926m [703m

AC Gain InpBuf (Linear) (96 m 7803m | 8314m | 1581
AC Gain OutBuf (Linear) 6252m | 772 m 795m | 496.7u
SNDR Sample Network (dB) | 37.95dB | 60.12dB | 63.22dB |2267m

C=TrT}

Figure 16: Transient And AC response of Pre-Amgilifi

SNDR PMOS SF (dB) 3738 dB | 5553 dB | 55.53dB | 206.6 w
Output Common Mode (V) 045 m 1.209 1.51 9708 u
Power (W) 185m | 2795m | 368)m |2063u

Figure 17 shows the layout design of bootstrap Siamp
Network. Antennas from digital library were inclutiéor
layout to avoid the error which was occurring daghe
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small gate area of transistor. This happened becsarse
transistors were connected directly to power arglrth
gate area was very small as compared to the akesiezb
by power rails. Again RC extraction was used tockhe
for parasitic capacitances and resistanthe table 4

shows the comparison between schematic and layout o

sampling network.

Figure 17: Layout of bootstrap sampling network.

TABLE IV
COMPARISON OF SCHEMATIC AND LAYOUT RESULTS
FOR SAMPLING NETWORK.

Paramoter Schematic | Lavout
Bandwidth (Hz) 1747 G 1071 G
SNDR JdB) 71.08 dB | 5745 dB
Power Consumption (W) i 33 i
Output Common Mode (V) 428 3'm 399.1 m

CONCLUSIONS

A high speed flash ADC is presented for the AFE
receiver circuit. The flash architecture is cho$enits
simplicity and fast data conversion rate. Track aott

circuit is implemented for improving the dynamic [11]

behaviour of the ADC. The bootstrapped architecfare

T&H circuit a implemented in transistor level 180nm

CMOS technology. The clock boosting circuit is used
bootstrap T&H circuit to reduce the non-linear effe
caused by the Ron of switch and dummy switch isl tiee
reduce clock feed-through and charge injection lerob
Linearity of almost six bits is achieved from thiscuit.
Preamplifiers are employed in front of comparsto

to reduce their large dynamic offsets. PAs alsoehav

offsets but smaller as compared to the large affedt
comparators. Averaging technique is presented doce
the PA offset. To solve problems at the edges qflidier

array, a proper termination technique is also dised.

The effect of averaging is limited by the use of

interpolation which is used to reduce the numbelP A
in first stage in order to reduce load for the Teitduit.
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Biomedical Waste Management in
Indian Context
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Email: ktpadmapriya@gmail.com

Abstract—This article is a detailed discussion of the health from these wastes especially in the devetppi
biomedical waste characteristics, its effects, magament  countries which have relatively large populatiombe

and handling. Biomedical waste generated in hospis  reasons for this can be crowded habitat, illiterdow
veterinary centers, biomedical research centers or sanitation, least environmental awareness. Theanis
laboratories are infectious, re}dioactivg and chemilly urgent necessity to the entire human communityeto g
hazardous  spreads —contagious diseases, —generatesyare of the consequences generated by the neggigen
unhygienic - conditions and end up with health hazals and mismanagement of dangerous and infectious waste

when the disposal or treatment is not proper. It is The civi bilities include (1 intaininaf
extremely important for each and every individual b be e civic responsibiliies include (1)maintainingfes

cognizant of all adverse effects induced by biomeztii ~ Cl€an and hygienic environment, (2)discussing the

waste generation and their mishandling. This studygives ~ environmental issues, (3)establishing good rapit

an insight of all the ill effects generated by impoper  local authorities related to the local environmearid

biomedical waste management, as human’s proximityot  (4)bringing in the notice of the government auttiesi

the biomedical waste effects is very high in the psent day  in case of considerable disturbances. Various rates

scenario due to huge population growth and unawaress.  notified under Environmental protection act, 1986¢h

This study also analyzes = biomedical waste manageme 55 hazardous waste management and handling rules,

and handling rules, 1998 notified under Environmenal 1999 and biomedical waste management and handling

Protection Act, 1986 which is in existence to miate | 998 handl he h d d bi dical

adverse effects of biomedical waste. rules-1 to handle t € hazardous an lomedica
waste. The purpose of this article is to educat th

Index Terms—Biomedical waste, biomedical waste current generation on the negative health impacts
management, proximity to biomedical waste effects, generated by biomedical waste and also discuss the
mitigation, biomedical waste management and current biomedical disposal practices in Indiahesé is
handling. clear evidence that human is very prone to various
infections which may turn to health hazards whemeo
I. INTRODUCTION intact with biomedical waste.

Environmental science is a branch of science which
deals with study of interaction of living specieghnits Il BIOMEDICAL WASTE
both living and non living components. All living  According to biomedical waste management and
species along with human beings interact withhandling rules,1998 notified under Environmental
environment in a complex manner with balancedProtection Act,1986 “Biomedical waste is defined as
components. But all these components are stronglsiny solid or liquid waste that is generated in the
influenced by humans by their interference. Worlddiagnosis, treatment of immunization of human bging
population is tremendously growing day by day andor animals in research pertaining Thereto, or ia th
huge stress is imposed on all natural resources asic production or testing of biological material.” Tlees
air, water, soil and biodiversity etc. Human iswastes when come in contact will become infectious
interfering, exploiting, and polluting all of them may spread contagious diseases. Biomedical wastes
resulting dangerous consequences. Pollution can haclude a wide variety of items that may carry dise
generally referred under Air pollution, water psitun,  causing germs including those that cause hepatiiis
soil pollution, marine pollution, noise pollution, the virus that causes AIDS. It also includes itesush
radioactive pollution, thermal pollution. But, pesg as: live vaccines; laboratory samples; culturesirsh
day due to huge population growth, life styles, ljgub needles; lancets that have been used to puncutregrc
unawareness, and improper technical management nesgrape the body; and human or animal body fluids or
problems are rising on global screen in the forrmalid  Other wastes generated in healthcare settingsdaclu
waste, hazardous waste and biomedical waste. Thereradioactive wastes, mercury containing instruments,
a grave danger for the environment, human and anim@vC plastics etc.,. The status of poor waste
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management currently practiced in the city poskesge
risk towards the health of the general people epédi
and professionals, directly and indirectly throug

h

Communicable diseases

TABLE |

GENERATIONS [4]

CVR Journal of Science and Technologylude 5, December 2013

TYPES OF INFECTIOUS, PATHOGENS AGENTS AND
TRANSMISSION PATH DUE TO BIOMEDICAL WASTE

environmental degradation.
like gastro-enteritis, hepatitis-A and B, respirgto
infections and skin diseases are associated wihitad

. ; ST SILN | INFECTION PATHOGEN TRANSMISSI
waste either directly as a result of waste shajyigs | TYPE AGENTS ON PATH
or through other transmission
channels.Tablel,represents types of infectious,
pathogens agents and transmission path due | to
Biomedical waste generations.

The Government of India in a recent Gazette 1 Sastrointesii E”tgﬁbaﬁtegaisa'f_‘go_n Fa‘?tc_esf?f/égd
s : s : H astrointestin| lia, Igella Spp, vioriof vomiting liqui
notification ha; classified b|ome_d|cal waste under al Infections | cholera Helminths.
Schedule I, into ten categories mentioned |n
Table2,include,(1) Human anatomical waste.),(2
Animal waste, (3) Microbiology and biotechnology _ _ ,
waste,(4) Waste sharps, (5) Discarded medicines and® | Respiratory | Herpes virus Respiratory

. . . Infection Mycabocterium secretions,
cyto-toxic drugs,(6) Soiled waste,(7) Solid WQS(@)’ tuberculosis, Measles | saliva
Liquid waste generated from any of the infected virus Sreptococcus
areas,(9) Incineration ash and(10) Chemical watste ¢ preumonae
World Health Organization states (WHO) that 85% of
hospital wastes are actually non-hazardous, whereas
10% are infectious and 5% are non-infectious bat th Eye Herpes virus Eye secretions
are included in hazardous wastes like methyl ctiéori Infections
and formaldehyde. About 15% to 35% of Hospital
waste is regulated as infectious waste. This raegel 4 | Genital Neisseria gonorrhoeae| Genital
dependent on the total amount of waste generafed [1 Infections Herpes virus secretions
Among the 35 million healthcare workers worldwide;
the estimations show that each year about 3 millipn 5 | Skin Streptococcus spp Purulent
receive hard exposures to blood borne pathoger[2 Infections secretions
million of those to HBV[2], 0.9 million to HCV and o hrac _ .
1,70,000 to HIV[2].The hosts of micro organisms © | Anthrax anthracis Secretions o

. _ . ) Bacillus skin lesions
responsible for infection are enterococci, non-
haemowt'c s.treptococ_(:l, anaerobic CC_’CC" CIOSIllr_IdI 7 Meningitis Neisseria meningitides L.C.R.
tetani, klebsiella,cocci, non-haemolytic streptaipc Neisseria
anaerobic cocci, clostridium tetani, klebsiellaVHind
HBV [3]. 8 AIDS HIV HIV Blood, Semen,

Vaginal
Secretions
9 Hemorrhagic | lunin viruses, Lassa, Biological
fevers Ebola Marburg fluids and
secretions
10 Septicemia Staphylococcus ssp Blood
11 Viral VHA Faeces
Hepatitis type
A
12 Viral VHB, VHC Blood,
Hepatitis type biological
BandC fluids.
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II.VARIOUS POTENTIAL SOURCES OF
INFECTIONS

Hospitals, biomedical centers, Veterinary hospijtal
laboratories and also improper disposal act asniate
sources of infection if biomedical waste is not diad
or managed properly.

C. Parasite Infection Transmission At Biomedical
A. Viral Infection Transmission At Biomedical Ceste Centers:

Viral infections such as HIV shown in Fig.1
Hepatitis B, and Hepatitis A which cause AIDS, Fig.9, Fig.10 and Fig.11 represents Giardia lamblia
Infectious Hepatitis are spread by pathogenWucheraria bancrofti and Plasmodium parasites which
contaminated needles, boBiuids, Blood, soiled linen. cause - Giardia lamblia, Cutaneous leishmani&si&a
Fig.2 represents Enterovirus causing Dysentery anfzar and Malaria respectively, are transmitted by
Fig.3 represents Arbovirus which causes Dengugiluman excreta, blood and body fluids in poorly
Japanese encephalitis, tick-borne fevers and Fig.@anaged sewage system of hospitals.
shows Arbovirus which causes Dengue, Japanese
encephalitis, tick-borne fevers which can be spread
through body fluids, Human excreta, soiled Linen.

3 ‘C'S!-:‘f'-“"_:
Figure 9. Giardia Figure 10. Wucheraria urggll. Plasmodium
Lamblia B aoiti

Figure 1. HIV Virus Figure 2. Enterovirus . . .
9 9 D. Sources Of Infections At Veterinary Hospitals:

Veterinary practices without following infection
control measures will end up causing zoonotic
infections to the practitioners and staff membehslev
diagnosis and treatment. A survey done veterinarian
identified as practicing clinical medicine in King
B. Bacterial Infection Transmission At Biomedical County proved One hundred five of 371 (28%)

Centers: respondents indicated that they had been infecitdan

Shigellosis causing Shigella spp., Typhoid causingoonotic disease in practice, with 22 respondents
Salmonella typhi and Vibrio cholera which causeindicating that they had had > 1 zoonotic disedse.
Cholera represented in Fig.4, Fig.5 and Fig.6, aréotal of 133 cases of zoonotic disease, of which 70
transmitted by body fluid in landfills and hospital (53%) were not medically confirmed, were listed by
wards. Staphylococcus spp. shown in Fig.7 whictseau these 105 veterinarians [5].
wound infections, septicemia, rheumatic fever skid £ pisease Transmission Due To Contamination In
soft tissue infections, endocardifisflammationof the
inner layer of the_hegrtcausing Bartonella henselae
bacilli shown in Fig.8, Tetanus generating bacteria
Clostridium Tetani are common bacterial transmissio
by biomedical waste like Sharps such as needle

surgical blades in hospital waste

Figus. Arbovirus

Laboratories :

Past history shows disease transmission is very
common to the technicians, laboratorians or
microbiologists working in laboratories by various

reasons which can be proved by the following
examples A needle stick injury while passaging

amastigotes (NIH strain 173) in mice infected a
graduate student with L. tropicié].

While Inoculating a hamster with an infected

macerate containing ~2,000 amastigotes/ a

laboratorian became infected with L. (V.)brazilisns
(L1794 MHOM/VE/84[VE3]) by puncturing her thumb
accidentally with a needle that “pierced its plasti
hood” [7]. Four days after handling infected bload

Figure 4. Shigella Spp A

Figure 6. Vibrio Cholera Figure 7. Staphyloccocus Spp.
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medical biology department student had skir
excoriations and became ill. At the time of initial
diagnosis his parasitemia was 5% and several da
later, he developed oliguria and cerebral malaxigh
altered mental status and hallucinations 8Jsolution

of trypomastigotes (Tulahuen strain) was spilledaby
microbiologist onto slightly abraded skin on hidt le 2)
hand developed Chagas' disease fgjcitic fluid from
infected mice was accidentally spilled onto small
scratches on the left hand of a laboratorian an3)
developed fever and left axillary lymphadenopatily 1
days later [10].

IV.OBJECTIVES OF BIOMEDICAL
MANAGEMENT

1) To prevent transmission of disease from patient to
patient, from patient to health worker and vice
versa

To prevent injury to the health care worker and
workers and workers in support services, while
handling biomedical waste.

To prevent general exposure to the harmful effects
of the cytotoxic, genotoxic and chemical
biomedical waste

SARS coronavirus has also been propagated "Biomedical waste" according to biomedical waste

reference and research laboratories, and distdbtge ules includes categories mentioned in Scheduléhg
other laboratories for research purposes after saRGovernment of India in a recent Gazette notifigatio
outbreak in China. Research using live and inaiva has classified biomedical waste under Schedulat, i
SARS coronavirus — and other pathogens capable t€n categories. According occupier of an institutio
causing serious illness -- is being conducted imyna 9enerating biomedical waste shall be treated and
laboratories. "China’s latest SARS outbreak hamnbe disposed of in accordance with Schedule I, and in
contained, but biosafety concerns remain”(WHO) thi:compliance with the standards prescribed in Scleedul

statement clearly shows the risk of bio safety. shown in Table2.

F. Effects Of Improper Disposal Of Biomedical Waste TABLE Il

Biomedical waste disposal if not proper can TYPES OF BIOMEDICAL WASTE ,TREATMENT AND
i ; i i DISPOSAL UNDER SCHEDULE | AND IV OF BIOMEDICAL
generate high infectious, unhygienic conditions and ) cre'v A0 A CEVENT AND HANDLING RULES, 1998,
pollutes environment. In the dumping site Bijaus a
well as satellite areas of the Jhansi city the open
dumping of the dangerous biomedical wastes, where

found to be contaminated with disease carryingCATEGORI TYPES OF TREATMENT AND
pathogens spreads infection The disposal |of ES BIOMEDICAL WASTE EI'ES\soSAL(SCHEDU
incineration ash as well as fly ash having toxicawese | (SCHEDUL )

of heavy metals, dioxins and furan in it affecting ED

ground water regime. Burning of biomedical waste gt ]

open dumping site, creating toxic elements and Human anatomical waste| o ration/deep

compounds and contaminating the environment w
lethal chemical dioxin where materials containin

thcategory:1

(tissues, organs, body pari
etc.).

[

burial

chlorine burned [11].
Ministry of Environment & Forest, Govt. of India|

=3

Animal waste (as above,
generated during
research/experimentation,

Incineration/deep

issued a notification on 20th July, 1988 Biomedical | category:2 | from veterinary burial
Waste(Management & Handling) Rules 1998 in hospitals etc.).
exercise of powers conferred by Section 6, 8 & 25
the Environment (Protection) Act, 1986 that was Microbiology and
published in The Gazette of India ExtraordinaryitPa b'OIFCbh”O'tOQV WﬁlltSte, such  Localautoclaving/micr
i _ _ ; i ; as, laboratory cuitures, owaving/incineration
II, Section 3-Sub-Section (ii) New Del_h|, July 21998 Category:3 | Micro- Organisms, human
. These rules may be c_alled the Bio-Medical Wgste and animal cell cultures,
(Management and Handling) Rules, 1998 by following toxins etc.
these rules can reduce the ill effects of biomddiga
waste on human beings and environment. Waste sharps, such as, Disinfection (chemical
hypodermic needles, treatment/autoclaving
Category:4 syringes, scalpels, broken /microwaving and
glass etc. mutilation/shredding
Discarded medicines and !ncmezjagon/ de(j;truct
. cyto-toxic drugs. 1on and drugs disposa
Category:5 in secured landfills
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Category:6 Soiled waste, such as Incineration/autoclavi TABLES
dressing, bandages, plasterng/microwaving SEGREGATION OF BIOMEDICAL WASTE IN ACCORDANCE
casts, material WITH SCHEDULE I
contaminated with blood
etc. CONTAINER COLOR TYPE OF CONTAINER AND
CONDING WASTE CATEGORY
Category:7 Solid waste (disposable | Disinfection by
items like tubes, catheters| chemical Plastic bag
etc. excluding sharps). treatment/autoclaving/
microwaving and Yellow Cat. 1, Cat. 2, and Cat. 3, Cat.
Mutilation/shredding 6.
Liquid waste generated Disinfection by Disinfected container/plastic bag
from any of the infected chemical treatment Red
Category:8 | reas. and discharge into Cat. 3, Cat. 6, Cat.7.
drains
Blue/White translucent Plastic bag/puncture proof
Category:9 Incineration ash. Disposal at municipgl Cat. 4, Cat. 7. Container
landfills.
] ] Plastic bag
Chemical waste. Chemical treatment Black
and discharge into Cat. 5 and Cat. 9 and Cat. 10.
Category:10 drains for liquids and (solid waste)
secured landfill for
solids

While treating the biomedical waste certain things, . . )
should be taken for consideration such as, Chemic‘J:ﬂabellng The Containers:
treatment using at least 1% hypochlorite solutipamy Containers shall be labeled according to Schedule
other equivalent chemical reagent and ensureBl with biohazard symbol shown in Fig.12, or
disinfection. Mutilation /shredding must be suchaso Cytotoxic Hazard symbol shown in Fig.13, accordjngl
to prevent unauthorized reuse. There will be no
chemical pretreatment before incineration. Chlddda
plastics shall not be incineratddeep burial shall be an
option available only in towns with population lékan
five lakhs and in rural areas.

Segregation Of Biomedical Waste:

o~
Biomedical waste shall not be mixed with other \_\*}/

\év[?eséﬁ‘i: Eggiglcﬂorggisrsig:gs bZt S?I‘?ereggé?r?t ":)tﬁgure 12. Biohazard Symbol Figure T3itotoxic Hazard Symbol
generation in accordance with Schedule Il prioitso If a container is transported from the premisesneh
storage, transportation, treatment and disposal isiomedical waste is generated to any waste tredtmen
represented in Table 3, category wise treatment anfcility outside the premises, the container shegblart
disposal of biomedical waste is shown in Table pexs from the label prescribed in Schedule lll, alsorgar
schedule I and II. information prescribed in Schedule IV. If the waste
treating site is outside the premises untreated
biomedical waste shall be transported only in such
vehicle as may be authorized for the purpose by the
competent authority as specified by the government
according to Motor Vehicles Act, 1988. Label on teas
transporting shall be non-washable and prominently
visible. It should have all the details like timd o
generation, waste category, waste class and dgsarip
along with full address of sender and receiver.
Biomedical waste shall be treated and disposed of in
accordance with Schedule I, and in compliance tith
standards prescribed in Schedule V which gave clear
guidance for standards of incineration operating an
emission, autoclaving, microwaving, deep burial,
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Liquid waste. No untreated bio-medical waste shall by incineration in accordance to EPA Rules 1998
kept stored beyond a period of 48 hours. Ganga Ram Hospital of New Delhi follows mutilation

Prescribed authority of Government of every Stateand disinfection of biomedical waste sharps and
and Union Territory will be granting authorizatiamd  syringes while handling and disposes the sharps int
implementing the rules. Operator of a bio-medicalsharp pit. Microwaving and shredding of syringes is
waste facility or occupier of an institution gerterg, opted in Ram Manohar lohia hospital, New Delhi, and
collecting, receiving, storing, transporting, tiegf plastic recycling in Ramaiah Medical College,
disposing and/or handling bio-medical waste in anyBangalore. Sundaram Medical Foundation, Chennai
other manner, except such occupier of clinicsperforms smelting of disinfected and mutilated rheta
dispensaries, pathological laboratories, blood banksharps in an iron foundry. Tata Memorial Hospital,
providing treatment/service to less than 1000 (ondMumbai prefers hyroclaving and shredding sharps
thousand) patients per month, shall make an agiigita Autoclave Effluent treatment plant has centralized
in Form | to the prescribed authority for grant offacility for biomedical waste with Incinerators, \WH
authorization shall be accompanied by a fee asheay keenly studied Centralized Facility Medi, facilityf
prescribed by the Government of the State. Everfncapsulation of sharps in bunkers. at GJ Multielav
occupier/operator shall submit an annual reporthee  India Pvt. Ltd and Medicare Incin. Pvt-Hyderabadi an
prescribed authority in Form Il by 31 January everyexpressed satisfactory management of sharps But sti
year. They should maintain the records related tquotes sustainable final disposal is required [14].
biomedical waste handling and report during ingpect
Accidents should be reported in form Ill. By follow
these handling rules a clear solution is possible t
minimize the burden on human health.

VI. SOME PROPER METHODS OF
HANDLING BIOMEDICAL WASTE

» The medical practitioners and veterinary
practitioners need to follow bio safety measures
using disinfectants, washing hands after diagnosis;
prohibiting eating and drinking in testing areas ca
reduce their exposure to ill effects. They are
suggested to give guidelines of safdty their
supporting staff and made them aware of
biomedical effects can improve hygienic attitude at
the medical centers.

Nasocomial infections to patients can be avoided

V.OBSERVATION AND REVIEW OF
CURRENT PRACTICES OF DISPOSING
BIOMEDICAL WASTE

The biomedical waste which is generated at all
biomedical waste generation centers since recesttipa
India used to dump or incinerate without proper
segregation and recycling is done by rag pickers
freelance workers scour these waste manually and
separate recyclable material to pass on to retevan Wwith efficient infection control and Waste
industries which acquire waste from them. Many of = management.
them contact diseases from syringes and needles axd Safety measures should be taken by micro
other biomedical waste and become carriers of great biologists and laboratory technicians while
health risk to the general populace. Not only htnzg handling needles, medical sharps and biomedical
because of unawareness the people are still coming liquid waste to avoid infections.
risked zone. » Occupiers of any biomedical waste generation

All the reviews and observations clearly elevates centers are to implant cost effective relevant
the problems generated by biomedical waste ahall technologies and also can opt for common
stages from its generation to improper disposal and biomedical waste treatment plants to manage the
human’s proximity to ill effects of biomedical sta waste generated. Segregation should be done
shows the immense necessity of Biomedical waste according to biomedical handling rules; safety is
Management. Handling, segregation, mutilation,  maintained by using masks and gloves. Medical

disinfection, storage, transportation and finalpdial and Para medical
are vital steps for safe and scientific managenoént
biomedical waste in any establishment [12]. In &ndt

the present day biomedical waste management is give>

much priority in urbanized sectors can be showrhiey
following observations.
In KLE Society's J. N. Hospital and Medical

Research Center, Belgaum, India [13], the procdss o
segregation, collection, transport, storage andl fin >

disposal of infectious waste will be done in coraptie
with the Standard Procedures and the final dispwaal

staff while handling or
segregating biomedical waste suggested pertaining
at most care.

All the medical waste generating centers strictly
need to follow biomedical waste management rules
which are well monitored. In case of any
negligence shown towards handling rules should
get punished.

Dumping Biomedical waste by following the
handling rules which generates least scope of air,
ground water or biological soil pollution.
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» Raising awareness, Information dissemination to b§/] Delgado O., Guevara P., Silva S., Belfort E., Ramirez

done through organizing seminars, workshops,
practical demonstrations, group discussions and
lectures etc to all the concerned persétsve all
from common man to professionals and rag picker"8
to municipality staffs are to be educated With[]
biomedical waste characteristics and ill affects s
that from basic level to high technology handling[g]
and treatment according to law can revert the
hazardous health and environmental conditions i
the way of safe living.

» Common and combined biomedical treatmen

plants can be worked out for 30 to 40 bed hospital§10]

with cost efficient biomedical waste treatment.

SUMMARY AND CONCLUSION

With the reviews done and observation Human’s
proximity to the ill effects of biomedical wasteeally
indicated
research laboratories and improper dumping if
measures are not taken accordingly. The risk exists
even from stored pathogens in research laboratories
Biomedical waste management and handling rules,
1998 notified under Environmental Protection Act,
1986 gave clear guidelines to handle the biomedical
waste at all levels following which we can mitigahe
effects of biomedical waste.
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Abstract: The extensive research work has been
carried out on kill rate of E.coli with increased ime of
ultrasound exposure that depending upon the power,
frequency and intensity. In contrast, the knowledgef
ultrasonic parameters induced by ultrasound is ratler
limited, especially when it comes to the measuremen
of ultrasonic parameters with kill rate of E.coli. The
present paper therefore, aimed to measure the
ultrasonic velocity, attenuation coefficient and
acoustical impedance with disruption of E.coli as a
function of ultrasound exposure time at 36 kHz
frequency. The ultrasonic velocity and attenuation
coefficient were carried out by using novel Pulse ¢ho
Overlap (PEO) technique. Spread Plate Techniques
were used as a measure of microbial activity. It wa
observed that ultrasonic velocity and attenuation
coefficient of E.coli were increased with initial
exposure of ultrasound. This may be due to resultfo
increased convection in E.coli culture by onset of
stable cavitation. The onset of transient cavitatios
disrupts cells in suspensions with increased
ultrasound exposure. Therefore, it was reported tha
ultrasonic  velocity and attenuation coefficient
decreases almost linearly with disruption of E.coli
The results of ultrasonic velocity and attenuation
coefficient of E.coi were found in the right orderof
magnitude and confirmed with A Zips and U Fast.

Key Words: E.coli, Ultrasound, Pulse Echo Overlap
(PEO) technique, Ultrasonic velocity.

[. INTRODUCTION

Ultrasound is defined as acoustic energy or soundhe onset
Ultrasound isonvective transport.

waves with frequencies above 20 kHz.

able to defuse bacteria, make them more vulnertble

biocides and disintegrate bacterial clusters arkfio It is
depending upon the power and frequency applieditiiro

bacterial kill with time under different sonicatioegimes
three different types of behavior were characterize

The high power ultrasound (lower frequencies) v lo
volumes of bacterial suspension results in a caotis
reduction in bacterial cell numbers i.e. the kiliter
predominates. The high power ultrasound (lower
frequencies) in larger volumes results in effective
declumping of the bacteria giving an initial rige gell
numbers, but this initial rise then falls as theldmping
finishes and the kill rate becomes more importaow
intensity ultrasound (higher frequencies) givesiratial
rise in cell numbers as a result of declumping.e KHl
rate is low, and so there is no significant deaems
bacterial cell numbers.

Ultrasound increases convection in liquid by atstea
two mechanisms. The first is acoustic streaming fio
which momentum from directed propagating sound
waves is transferred to the liquid, causing theitigto
flow in the direction of the sound propagation. Astic
streaming increases with insonation intensity, #refte
are reports of acoustic streaming flow at velositaes
high as 14 cm/sec [4]. Thus any amount of ultradan
a liquid produces additional convective transpoanf
acoustic streaming.

The second and more notable mechanism of enhancing
convection is known as microstreaming, and is pcedu
by cavitating gas bubbles in the liquid [5-7]. Ttyles
of low and high acoustic pressure cause the gablésib
to expand and shrink, which in turn creates shkaw f
around the oscillating bubbles causes rise inragthbers
as a result of declumping. Stable cavitation teswhen
the acoustic intensity is sufficiently low that thabbles
do not collapse completely during their contractigule.
of stable cavitation greatly increases

The transient cavitations occur if the acousticspoee
amplitude is sufficiently high and above a thredHelel.
Under this condition the encapsulated microbubbles

a number of physical, mechanical and chemical &ffec (EMB’s) will first grow in volume and then implode

that are arising from acoustic cavitations. Thea$ of

a range of ultrasonic frequencies (20 kHz — 10 MHz)by virtue of the

acoustic power and exposure time on bacterialhkile

violently. This cavitation can affect a biologicgystem
localized temperature rise and
mechanical stress [8-9]. Moreover, the dissociatidn

been reported [1-3]. The results showed a sigmifica water molecules into H and OH free radicals, as a

increase in kill rate for E.coli species with inaseng
duration of exposure and intensity of ultrasoundha
low-kilohertz range (20 — 38 kHz). The resultsaoied
at higher frequencies (above 850 kHz)
significant bacterial declumping. In assessing the

78

indicatedHowever,

consequence of the very high temperature and pesssu

produced by cavitation, may induce adverse chemical
changes such as DNA or protein denaturation [10].
the ultimate reason for the lethality of

ultrasound on micro-organisms is still unknown.
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In the present paper, the ultrasonic parametes likbacteria culture under study. They are reflectechfthe
ultrasonic velocity, attenuation coefficient andastical opposite face and received by the same transdwbérh
impedance were measured with increased ultrasountbw acts as a receiver. The Pulse Echo Wave train
exposure time at 36 kHz. The colony forming undfaY  pattern is observed on the screen. Gate pulsemaae
per ml and % of survivals were measured and used to coincide with the bottom of the secondary echis

correlate acoustical parameters. and amplitude is adjusted to 80% of its maximunugal
The attenuation coefficients of the bacteria celuare
II. MATERIALS AND METHODS carried out by measuring the amplitudes of trarteaohit

pulses of selected two successive echoes on CR@rscr

A. Bacteria and Growth Conditions The ultrasonic attenuation coefficient is calculatey
E.coli strain HB 101 (kindly supplied by Hi-media, ysing the following formula.

Hyd.) was used throughout the study. Stock cultureie 1
stored on nutrient agar slants in the dark at°G4The = In A nep/cm
cultures were either grown in nutrient Broth as 1060 2| A1+1

volumes in 250 ml Erlenmeyer flasks aP@7200 rpm or

as solid cultures on Nutrient Agar plates f&J Where ‘2" is distance travelled and ;AA,:; is the

ratio between two successive echoes of #nd ‘A, .
B. Ultrasonic Studies The uncertainty in the calculation of ultrasonic

Bacterial cultures were harvested by centrifugatiorfttenuation coefficient is 0.001 nep /cm.
(130009, 20 min) and the resulting pellet re-sudpenn £ ~giculation of Density

sterle to a concentration of ‘0 cfu/ml. This . _ :
The density of bacteria cultures are carried outLfaD

corresponded to an optical density absorbance vaflue : o
0.72 at a wavelength ofis The re-suspended cells were samples under study by using bicapillary pyknomefer
10 ml volume. The transfer of bacteria culturesnesde

placed in the 11 number of sonication vessels ofml0 b . . inette in the lam: f hami
each (15 ml glass bottles, internal diameter 21rat, y using micro pipetié in the laminar flow chamiter
avoid contamination with air and body.

base, 2.5 mm wall thickness) to a depth of 25 mih an . ) . .
exposed to ultrasound for time period of 0 min (oo, The dgnsny of bacteria cultures is measured byg.gie
following procedure

1 min, 2 min, ....10 min respectively using ultraseni M fih bicanill K _
generator SG-25-500 Series with an operating freque ass of the empty bicapillary pyknometer = ; \gm

of 36 kHz and an output power of 500 W (kindly Mass of the bacteria culture + pyknometer w, gm
supplied by Roop Telsonic Ultrasonix Ltd., Bomba). Mass of the culture (m) = V\b_wlégm
12 mm diameter (Sonotrode) titanium probe set @in® VO'U”_‘e of the culturg = vV &tm
below the surface of the culture was used throu’ghouDenS'ty of the bacteria culturp)( =

After sonication, samples (0.1 ml) were removed to_™Mass of the culture(m) — gpy/cn

solutions of sterile saline (9.9 ml) and serialijued. ~ Volume of the culture (V)

The viable counts were made in triplicate on thdases . . . .
of pre-dried Nutrient Agar plates. All plates were F. Calcu!atlon. of Adlabatu.: ?ompre55|b|llty
subsequently incubated at %7 for 24 h. The viable cells ~ The Adiabatic compressibility can be calculated as
were counted by using spread plate technique. &halts Bs= 1pv> cnf/dynes

were expressed as percentage reductions in viabilit
relative to appropriate unexposed controls.

Where p’ is the density andV’ is the ultrasonic
velocity
C. Measuring the Ultrasonic Velocity

The ultrasonic velocities were measured with thip he
of microprocessor based Pulse Echo Overlap (PEO) 1
system at same frequency (kindly supplied by Roop _ 3
Telsonic Ultrasonix Ltd., Bombay). The internatcciit Le = KBS AU.
of pulse echo overlap system is designed with fedlid

G. Calculation of Intermolecular Free Length
The equation to calculate Intermolecular free langt

Where K= Jacobson’s temperature constant

state version, which allows immediate measuremént o =631 x 10° at 303 K

the ultrasonic velocity as given in the followinguation =642 x 10° at 313 K

[11] . =651 x10° at 323K
vV = T H. Acoustical Impedance

Acoustical impedance is calculated by using the
lowing formula

Z =pv
Where p’ is the density andv’ is the ultrasonic
velocity.

Where I is the column length of the culture and ‘t' is f
R ol

the time interval to travel column length.

The error in measurement of ultrasonic velocity it
m/sec.
D. Attenuation Coefficient

The transducer is immersed into the sonicationeless
then ultrasonic waves are allowed to pass throingh t

CVR College of Engineering 79



ISSN 2277 — 3916

Ill.  RESULT AND DISCUSSION

The results ultrasonic velocity, % survivors,
attenuation coefficient and acoustic impedance for
exposure of ultrasound (500 W) with an operating
frequency of 36 kHz on E.coli taken in 11 different
sonication vessels for the time period of 0 mionfcol),

1 min, 2 min, ....10 min are tabulated in Table iguFe

(1) shows the initial increase of ultrasonic vetpcnd
then exponential decrease with increase of ultradou
exposure time. Figure (2) shows that attenuation
coefficient and acoustic impedance also increasiéis w
ultrasound exposure time and then exponentially
decreases with further increase of exposure tinguré

(3) shows that adiabatic compressibility and
intermolecular free length decreases with soniodtime
upto one minute after that they increase linearithw
sonication time.

The initial rise in ultrasonic velocity and attetioa
coefficient of E.coli with ultrasound exposure tifiog all
growth periods of E.coli may be due to convective
transport by two mechanisms namely acoustic stnegmi
and micro streaming. The onset of stable cavitat@n
the small period (around one minute) of ultrasound
exposure will enhance the convective transportafidme
high convective transport initiates the declumping
process. The declumping decreases inter cellutamte
and intern the compressibility of E.coli culturedamence
the ultrasonic velocity increases. The declumpifgp a
increases attenuation coefficient because in additd
the absorption the attenuation due to scattering is
increased. Further increase of ultrasound exposome
on E.coli causes onset of transient cavitation Wwhic
responsible for disruption of cells in suspensidihe

1620

Ultrasonic Velocity (v) m/sec
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Figure 2. Sonication time Vs Attenuation Coe#iti and
Acoustic Impedance

TABLE Il

Density 0), Inter molecular free length fLand Adiabatic
compressibility fs) of E.coli as a function of Sonication time afQ7

exponential decrease of E.coli cells in suspensitern | sonication| Density Adiabatic
e . L o Inter Molecular Free length
decreases compressibility of E.coli suspensigntime (t) () Compressibility )X (L)X 10° cm
Therefore, it was observed that the ultrasonic aiglo | ™n gm/ent 10* dyn/ent
gnd attenuation coefficient linearly decrease withp 1.134 3.479 1.176
increased ultraso_unql sound exposure. It was otr.‘i;er_vt:ﬂL 1135 3399 1163
that the acoustic impedance within the suspensien
. . . : : 2 1.135 3.583 1.194
increases in the period of declumping may be irezda
stiffness of E.coli suspension. 3 1.135 3.653 1.206
4 1.135 3.758 1.223
TABLE |
Ultrasonic Velocity (v), Attenuation Coefficient); Colony Forming 5 1.135 3.864 1.24
Units, (%) Survivors and Acoustical Impedance (zE@oli as a 6 1.135 3.910 1.247
function of sonication time at 2C.
7 1.135 3.953 1.254
Sonicat | Ultrasonic | Attenuatio Colony (%) Acoustical
iontime Velocity n Forming Surviv | Impedance 8 1135 3.989 1.26
(t) min (v) x 10¢ | Coefficien Units ors (2)x 1P 9 1.135 4.016 1.264
cm/sec t (o) (CFU/mI) gm/cnt-
neplcm sec 10 1.135 4.022 1.265
0 1592 0.5271 1566 100 1.806
1 1610 0.5302 1560 99.6 1.828
2 1568 0.4523 1118 713 1.781
3 1553 0.3923 756 48.2 1.764
4 1531 0.3201 343 21.9 1.739
5 1510 0.3002 95 0.06 1.715
6 1501 0.2890 57 0.036 1.705
7 1493 0.2602 21 0.013 1.696
8 1486 0.2505 12 0.007 1.688
9 1481 0.2409 05 0.003 1.682
10 1480 0.2408 04 0.002 1.681
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[9] Srinivasa Reddy. M and Linga Reddy. D, “Uloag
dosimetry studies on disruption of bactetitiures”,
metaphorical study of ultrasound at 2 MHd 40 MHz,”
Int. Journal of Research in Pure and ApplRgy/sics
vol. 3(3), pp. 27-38, 2013.

[10] Riesz. P, and Kondo. T, “Free radical formatinduced by
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Figure 3. Sonication time Vs Adiabatic compresgipand
Intermolecular free length

CONCLUSIONS

The considerable variation of ultrasonic parameters
with cell destruction was noted in this preseneagsh
and may be applicable to other bacteria culturdse T
possibility is that the variation of ultrasonic pareters
could be used to assess the cell viability and Im@ar
growth of bacteria cultures. Moreover, it is hypesized
that the detailed study of this research work cdodd
used non-destructively to find the presence ofdréin
packaged food etc.

ACKNOWLEDGEMENTS

One of the authors MSR gratefully acknowledges the
Head, Dept. of Physics, O. U. MSR is also thankdul
the Management and Principal, Anurag Group of
Institutions, for their encouragement and financial
support.

REFERENCES

[1] Ravinder Reddy. B and Linga Reddy. D , “Udtpaic
measurements in Escherichia coli at vargrosvth
stages,Material Lettersyol. 49, pp. 47-50, 2001.

[2] William. G and Aaron Ross. S, “ Ultrasound ieases the
rate of Bacterial cell growthBiotechnol Progvol. 19(3),

pp. 1038-1044, 2003.

[3] K. Sathi Reddy, Y. Hari Babu, M. K. Tandle abd
Linga Reddy, “Ultrasonic Studies on the diffier
veterinary SamplesJ. Bioscience, Biotechnology
Research Asjaol. 4 (2), pp. 777-780, 2007.

[4] Starritt. H. C, Duck. F. A, Humpherey. V .FAA
experimental investigations of streaming litspd
diagnostic ultrasound beamd/ltrasound Med Biol,
vol.15(4), pp. 363-373, 1989.

[5] Dyson. M, “Non-Thermal effects of ultrasoundBr J
Cancervol. 45(Suppl V), pp. 165-171, 1982.

[6] Martin. C .J, Pratt. B. M, Watmough. D. J, “Audy of
ultrasound induced microstreaming in Bloodseds of
tropical Fish,”Br J Cancey vol. 45(Suppl! V), pp. 161-164,
1982.

[7] Roony. J. AQther nonlinear acoustic phenomena. In
ultrasound its chemical, physical, and biatag effects,
VCH: New York pp. 65-96, 1988.

[8] Scherba. G, Weigel. R. M and O'Brien. J. W. D
“Quantitative assessment of the germiciffadacy of

ultrasonic energy,Applied and Environmental
Microbiology vol. 57, pp. 2079-2084, 1991.

CVR College of Engineering

81



ISSN 2277 — 3916 CVR Journal of Science and Technology, Yab, December 2013

Determining the Most Significant
Factors in Classifying a Web Site
— Users Perspective

B. B. Jayasinghand Nayani Satee$h
! Professor, IT Dept., CVR College of Engineerifiyahimpatan, RR Dist-501510.
Email: bbjayasingh9@rediffmail.com
2 Asst. Professor, IT Dept., CVR College of Engimagrlbrahimpatan, RR Dist-501510.
Email: nayanisateesh@gmail.com

Abstract- Due to the wide range of connectivity, Understanding the user requirements is more dritica
communication over Internet becomes a single clickin in successful development of an application. Reaghi
this way, websites play a vital role to reach andt@in the  the customers and attain the customers is crutitiid
users. Hence, we must design the website considgrithe  pysiness community when the Internet is becomireg th
fgatL_Jr_es the users Iook_ and the features that are ost way of communication mode. In this way of
significant to them. In this work, we try to underdgand the communication websites plays a vital role to attéie

user behavior and the features that are most impoént to t d retain th for | fi bi
them in order to classify a website as an effectivgebsite. customers and retain them for longer imes anceass

The user behavior depends on the usage and accegsthe ~ the customer base. In this work, we are trainiog t
websites in a given time. We propose to apply a sistical understand the user behavior and hence to unddrstan

approach called Factor Analysis to identify the mas  Wwhat features are more important to them when #ney

significant features the user considered for clad#iation.  using or accessing the websites and what featuke ma

We plan to conduct a survey on various types of useby  them to classify a website an effective website[7].

selecting the respondents using purposive random  \e are following statistical approach, in which we

sampling. In this Survey, We conduct a pilot surveyto are conducting a survey on various types of uséng

understand the features the users generally look at selecting the respondents using purposive random

sampling. In this Survey, We are conducting a pilot

survey first to understand what features usersrgéye

will look at. Based on the users’ feedback, wetariag

to identify the most significant features they ddesed

for classification using Factor Analysis. Factorlysis

will help us to identify the most significant facsofor
The world is becoming a global village due to theclassification.

connectivity provided by the Internet. In this ghbb

village environment, people are connecting over the [I. BACKGROUND

Internet to connect, share and exchange the infasma As part of this work, we are trying to identify wha

or services across the world. Internet will provitie . .
. . . are the features the users will look when theyusiag
interface to connect each and everyone via a web si : o

the website and what features are most signifitant

Hence web site is playing a vital role to reach attdin them in classifying the web site as an effectivési
the users. Such users may be general purpose arsers’ :
using Factor Analysis [1,7].

business oriented.
We are trying to identify the features that thersse A. Web Site Features
will look when they are using the website and the

Index Terms- Purposive Random Sampling, Factor
Analysis. Principal Component Analysis (PCA), Samjphg
methods, Website features.

I. INTRODUCTION

features that are most significant to them in dtgiss Consistency in Design:A website should be
the web site as an effective website using Factodesigned in such a way that all pages and formsldho
Analysis [1, 7]. be designed uniformly in appearance and functignalit

which improves the user experience. When navigatin
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to other pages, users should feel comfort withrezfee Random sampling:Each observation has the known
to appearance of the pages and page elements. and equal probability of being selected. This samgpl
User-friendly: The website should be designed inmethod helps to avoid the biased nature of the data
such a way that a normal user will be able to reteig Systematic samplindirom the population every™n
and find the information likes to view. Navigation element is selected as the sample point and cotestit
should be simple and properly designed the linkagethe sample. Advantage in this sampling is simplicit
between the pages. Stratified sampling Stratum is the subset of the
Perfect Content:Content is the prime factor upon population which shares the common features. Based
which the users are engaged on to a web site for @n the feature stratums are identified. Random Samp
longer time. Information or the content publishedtioe is used to select the subjects from each stratums T
web site should be complete, correct, concise,rateu sampling method used frequently when stratums have
and updated. It should be free from grammaticalrerr low incidence relative to other.
Background colors and highlighted portions showdd b  Convenience sampling is used in exploratory
paid more attention. Content should be properlyesearch In this method sample is selected based on
formatted. Too much complicated formatting andconvenience. This method is used in explorative
highlighting should be avoided. research studies in getting an inexpensive
Fast Loading:Try to avoid the inclusion of heavy approximation of the truth.
elements like Graphics, animations, videos etcneve Quota samplingit is equivalent to stratified sample
though they add more creativity to site but mayseau where the stratum is filed by random sampling.
the delay in loading when requested by the usersStratums and their proportions are identified asyth
Create the site with the simple design since userg represent the total population.
not have patience to wait for longer time. Snowball sampling It is used when the sample
Search Engine Friendly:Web site should be under study has the rare characteristic. It may be
designed in such a way that the elements in wab siextremely difficult to locate respondents in these
should help in good raking of the website on défdr situations. It relies on referrals from initial $etts to
search engines. It helps to reach the more usetheon generate additional subjects.
web through the search engines. Judgment sampling / Purposive Samplisgmple is
Compatible on Different BrowselVeb site should selected based on judgment. This sample is carside
be tested on different versions of the web browaers to be true representation of the entire population.
platforms in order to verify whether the web site i
working properly or not since some of elements @ w lll. PURPOSIVE RANDOM SAMPLING
page may not work properly as intended.
Functionality: Poorly constructed website may
frustrate the users. Avoid the page errors. Ndiiga .
should be properly designed. Links should properl))
make among the web pages. Need to check th
functionality of all the pages and elements to iovwer
the quality of the site.

The process of identifying a population of interest
and developing a systematic way of selecting ctsas
s not based on advanced knowledge of how the
utcomes would appear. It unable to identify and
ifferentiate the need of the various related gsoup
generates the sample where the included groups are
selected based on specific characteristics coreider
B. Sampling Methods be important. With such a sample, group differences

Sampling methods are categorized into eithef@n be compared and contrasted and a range of
probability sampling or non-probability sampling B]. ~ €Xperiences can be summarlzed.
Every sample point of the population has non-zero We conducted a pilot survey to understand the
probability of being selected in probability sammgli S|gn|f|can§:e factures in users’ perspective mmf@_[mg
where as in non-probability sampling, sample pbas  the websites [5]. Based on the features mentioned b
the random probability of being selected. Proligbil the respondents we conducted the original surveygus
sampling methods include random sampling, stratifie Purposive random sampling with sample size 57. The
sampling systematic sampling. Non- probabilitnyHOV}/'ng table shows the templ_ate of the metadhtd
sampling includes quota sampling, conveniencds being collected for the analysis.
sampling, snowball sampling and purposive or
judgment sampling.
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TABLE | TABLE Il
VARIABLE LIST USED IN ANALYSIS USER DATA
_ — Gender (N=57)
Variable Name [Data Type| Description Total
Features/Factors Female Male (N=57)
Rand_ID Numeric| User ID (N=31) (N=26)
Gender String| Sex of the Respondent Consistency in Design 3 8 5
User-friendly 13 27 19
Age Numeric| Age of the Respondent
Perfect Content 26 8 18
email String| Respondent Contact Email Id Fast Loading 29 19 25
No. of Minutes Spent on Internet A Search Engine Friendly 10 15 12
Time_Spent Numeriay Compatible on Different
Browser 13 12 12
Most_Visit_Web String| Most Frequently Used Web Site . .
VIST "9 quenty ! Functionality 6 12 9
Var_Featurel_R: Rank for Influence Factor
k | Numeric | (Consistency in Design) . .
The following graph shows the influence of the
var_Feature2_Ri | Rankfor Influence Factor feature with reference to gender comparison. The
k'| Numeric| (User-friendly) numbers shown in the graph are in percentages.
Var_Feature3_R: Rank for Influence Factor
k | Numeric | (Perfect Content) %
29
Variable Name Data Type Description ¥ 27 % - EFemale
25
Var_Feature4_RanK Numeri¢ ngl;tf&r);r&filrl:ge)nce Factor B Male
20
.| Rank for Influence Factor
Var_Feature5_RanK Numeri (Search Engine Friendly) . 5
L. Rank for Influence Factor
Var_Feature6_Rank Numeri (Compatible on Different Browser) 1 8 8
Var_Feature7_RanK Numerit Rank for Influence Factor (Functionality) |3
Data is collected from a sample (internet user&)gus

purposive random sampling based on their opinion ol
the features which influence them in classifying th
web sites as effective web sites [5]. Data giverhie
table is percentages. N represents Total Number of
respondents i.e 57. Out of 57 respondents, ther&hr

Female and 26 male respondents.

84

Consistency User-friendly  Perfect FastLoading Search  Compatible Functionality
in Design Content Engine  onDifferent
Friendly Browser

Figure 1: Feature Vs Gender Influence

The following graph shows how features are
influencing irrespective of the gender. We obserbed
fast loading, perfect content and user friendlytufess
are influencing the classification of web sites as
effective (The numbers shown in the graph are in
percentages.)
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Where yand y represents response of female and
male respondent’s respectively. &d $ represent the
standard deviation of the female and male respdigen
response respectively. N1, N2 represents total eamb
of female and male respondents respectively.

TABLE IV
TEST OF SIGNIFICANCE FOR USAGE OF INTERNET.

Figure 2. Feature Selection

The following test data shows that there is a

significance difference in usage of internet betwte
Male and Female users.

Here we have used mean and standard deviation
order to calculate the mean difference betweemthle

Levene's Test for Equality of Variances
F Sig
No. of Minutes | Equal
Spent on variances 3.738 0.058
Internet A Day | assumed
TABLE V

t-TEST FOR SIGNIFICANCE OF EQUALITY OF MEANS

t-test for Equality of Means

and female users to test whether there is an
significance difference between the usages of th
internet. Standard error mean is estimated byahgke
estimate of population standard deviation.

TABLE Il
DESCRIPTIVE STATISTICS ON INTERNET USAGE.
Group Statistics
Std. Std.
Deviation | Error
Gender | N | Mean (S) Mean
No. of Minutes Female |31|55.71| 34.597 6.214
Spent on Internet | (Y1)
A Day Male 26| 75.19| 44.102 8.649
(Y2)

t-test is used to test whether there is a signifiea
difference between two sample means. Here is tbstt-
to calculate the equality of means i.e between th
internet usage of female vs male respondent . Viéd us
the t-statistic formula as follows.

?I_FE

o
_JS'E.JFN]_ + S%){Nz

CVR College o

95% Confidence
Sig. Interval
(2- Mean Std. Error | of the Difference
t df | tailed) | Difference | Difference | Lower | Upper
-1.869 | 55 .067 -19.483 10.426 -40.376 | 1.411

Here we are not considering the F statistic,
significance of Levine’s Test. t-represents fotatistics
for calculating the mean difference. At 55 df (dszg
of freedom) with 95% confidence level we came to
know that there is a significance difference in tisage
of the internet between the Male & Female respotsden
We found that the significance value (0.067) isatge
than critical value (0.05) which rejects the null
daypothesis that means there is a significant difiee
between the mean usages of the internet.

IV. FACTOR ANALYSIS

Factor analysis is a statistical procedure used to
identify a small number of factors that can be duse
represent relationships among sets of interrelated
variables. Factor analysis is used in many are@b s
of particular value in psychology, sociology, marke
research and education[3]. For example, COMPUTER
USE BY TEACHERS is a broad construct that can have
a number of FACTORS [1] (use for testing, use for
research, use for presentation development, etc.).
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Multiple linear regression model: V. RESULTS

*1 = Anfi+ot Agfi tow The following tables show the Eigenvalues and the

x = Anfi + o+ Anpfi + w2 factor loading which are calculated in factor asiy
based on Principal Component Analysis (PCA) [6].

TABLE VI

xp = Apyfy o+ Apefi + up TOTAL VARIANCE EXPLAINED
where Extraction Sums
X = (%.....X,)" are the observed variables (random) c Initial Eigenvalues OE S%uared
f = (f;.....f,)" are the common factors (random) ompon oacings
_ , - ent Total % of | Cumul | Tota | %  of
u=(4.....p) are called §peC|f|c factors (random) variance | ative % | | varianc
A are called factor loadings (constants) e
BASIC ASSUMPTIONunderIylr!g dimensions — or 1 171 o427 | 24407 | 171 | 24.427
factors — can be used to explain complex events (
trends. 2 1.425 20.352 | 44.779 | 1.43 [ 20.352
Objective: It is to identify qtherW|se not-directly- | 5 1201 17159 | 61938 | 1.2 | 17.159
observable factors on the basis of a set of obbkrva
variables. 4 1.001 14.294 | 76.231 | 1 14.294
FOUR STEPS: _ . _ 5 0925 | 13.219 | 89.5
1. Compute a correlation matrix for all variables.
2. Determine the number of factors necessary t{-° 01703(? 110-0525 100
represent the data and the method of - E13 E13 100
Calculating them (factor extraction)
3. Trgnsform the factors to make them interpretable TABLE VII
(rotation) TOTAL VARIANCE EXPLAINED
4. Compute scores for each factor.
Rotation Sums of Squared
. . i Loadings
Factor analysis usually proceeds in two stagesifil]. Extraction ng
he fi f loadi . lculated il Sums of
the first, one set of loadings is calculate whytl Is Squared
theoretical variances and covariances that fit th Loadings
observed ones as closely as possible according to| Component| Cumulative % | Total % of Cumulative
certain criterion. These loadings, however, may nd Variance %
agree with the prior expectations, or may not len 24.427 1.46 | 20.861 20.861

themselves to a reasonable interpretation. Thushen
second stage, the first loadings are “rotated'hieffiort

to arrive at another set of loadings that fit ebyualell
the observed variances and covariances, but are mq
consistent with prior expectations or more easily
interpreted.

A method widely used for determining a first set of The following tables show the significance factor
loadings is the principal component method [2].sThi loading with respect to each component. We need to
method seeks values of the loadings that bring theonsider the maximum factor loading for the
estimate of the total communality as close as pts$d  corresponding component which in turn influences th
the total of the observed variances. classification.

44.779 1.316| 18.805 39.667

61.938 1.286| 18.377 58.044

76.231 1.273| 18.188 76.231

1
2
3
4
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TABLE VIl REFERENCES
FACTOR LOADING OF THE COMPONENTS.

[1] Williams, B., Brown, T., & Onsman, A., “Explotary

Component Matrix factor analysis: A five-step guide for novices” |,
Australasian Journal of Paramedicine vol. 3 , is8ue
Component 2010.
[2] Masaki Matsunaga , “How to Factor - Analyze yalata
Factors ! 2 3 4 right : Do 's Don'ts , and How-To's”, International
Journal of psyhological research, Vol 3, issuppl,97-
Compatible on 110, 2010.
Different Browser -0.73 -0.31 0.339 [3] Matt R. Raven, “The Application of Exploratofyactor
) Analysis in Agricultural Education Research”, Jaalrof
Fast Loading 0.58 0253 | -0.53 0.3 Agricultural Education, VoI35, issue 4 , pp9-14120
: 4] Muzammil Haque , “Sampling Methods In Social
User-friend| -0.26 0.662 0.305 -0.19 [
SECINEnCl Research” ,Global Research Methodology Journal ,
2010.
Consistency in Designl 0.332 | 0.558 | 0.298 | 0.369 [5] Ji-bin Zhang, Zhi-ming Xu, Kun-liXiu, Qi-shu P&,
_ “Web Site Classification Approach based On lts
Search Engine Topological Structure” , International Journal osian
Friendly -0.55 -0.72 Language Processing Vol. 20, issue 2 , pp. 752886.
) [6] K. Selvakuberan, M. Indradevi, Dr. R. Rajaram,
Perfect Content 0.42 0.47 0.653 “Combined Feature Selection and classification — A
Functionality 0426 | -054 0312 | -056 novel approach for the categorization of web pages”

Journal of Information and Computing Science , 8pl

From the above table we can infer that the features, ;Zzléz&aﬁg ' (();3-083,“22086. Davison , “Web Page

user-friendly, perfect content, fast loading and  Classification: Features and Algorithms”, Technical
compatibility of browsers are more significant feats Report , Lehigh University , June 2007.

. . : ; ; [8] Charles Teddlie and Fen Yu, “Mixed Methods Sénmp
in classifying the websites as effective web sites. A Typology With Examples”, Journal of Mixed Methods

Research, vol 1, pp.77 - 99, 2007.
VI. CONCLUSION

We conducted a pilot survey to understand the
features which are important to the web users ages
of the web. Based on the data from the pilot survey
conducted the final survey to collect the data gishe
purposive random sampling. We found the list obmo
significant factors which are influencing in cldgsig
the web sites. We applied factor analysis on these
factors in order to understand the most significant
factors from among the list of significant factosa we
conclude that the features : user-friendly, perfect
content, fast loading and compatibility of browsare
more significant features in classifying the websias
effective web sites.
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Abstract - Testing is a vital activity for delivering a high
quality software product to the customers. Often tsting
accounts for more project effort and time than anyother
software development activities. Traditional softwee
development process models are being used for lotighe in
software development. Recently, the software dewgment
in the industry is moving towards agile due to the
advantages provided by the agile development procesOne
of the main advantages of agile software developmen
process is delivering the high quality software tothe
customers in shorter intervals. Another important
advantage is, the agile process models embrace ttiganges
in requirements at any stage of software developmén Due
to these advantages, software industry is showingterest in
software development using agile process models. ©of the
agile process models which is being used in the swére
industry is, the “scrum”. Since testing plays a mgr role in
the success of the product, it is given a lot of iportance in
software development. Testing strategies for convéanal
process models are well established, but these strgies are
not directly applicable to agile testing without mdlifications
and changes. One of the important current researchreas is
the agile software testing strategies. The main obgtive for
any agile testing strategy is to reduce the testingme and at
the same time ensuring the software quality. In tt§ paper, a
strategy for agile testing in the scrum software deelopment
environment is proposed and presented. The sprint
activities which form the context for the proposedtesting
strategy are also proposed. The tools which are tggll for
automation which is part of the strategy are preseted. The
advantages of the proposed strategy are highlightedCase
study which used the proposed strategy is presentedt
indicated that the number of bugs reported by custmer
reduced significantly in scrum agile development usg the
proposed testing strategy

Index Terms — Agile software development, traditional
development, scrum, software industry, testing stregy,
automation.

. INTRODUCTION

contributes success or failure of a software prodii
Software requirements are dynamic which are drivgn
industry market forces. Agile approach to software
development is suitable to such situations [2], nce,
more software companies are making a transiticagtte
software process models from traditional (plan-einiv
software development process models (like Rational
Unified Process (RUP), Waterfall, or V-model). Soafe
the key factors for success in an agile testing@gh
are: adopting an agile mindset, automating regvassi
tests, collaborating and obtaining feedback from
customer [4]. Some issues may arise when transi§on
made from traditional development to agile develepm
Common issues for agile models after migration from
traditional models were identified in [5]. They asdated

to testing, test coverage, coordination overhead] a
software release. In this paper we focused orintest
related issues. Agile methods employ short iterative
cycles, with prioritizing the requirements whichtiaely
involve users. Agile process models are iterative,
incremental, self organizing and emergent [6]. ©hthe
agile process models which is being used in theveoé
industry is “scrum”. Scrum agile process model is
defined in [7], [8]. In agile software developmetatsting

is a vital activity for delivering a high qualityoware
product to the customers. Often testing accoumtsnfure
project effort and time than any other software
development activities. Since testing plays a megte in

the success of the product, it is given a lot gbamance

in software development. Testing strategies for
conventional process models are well established, b
these strategies are not directly applicable ttedgsting
without modifications and changes. One of the irtguadr
current research areas is the agile software tgestin
strategies. The main objective for any agile testin
strategy is to reduce the testing time and at dineestime
ensuring the software quality. In this paper, atetyy for
agile testing in the scrum software development

Traditional software development process models argnvironment is proposed and presented. The tookshwh
being used for long time in software developmentare helpful for automation which is part of theategy
Present business demands the software product® to &re presented. The advantages of the proposedgstrate

delivered in shorter intervals and software develept
environment having capability to embrace changangt

are discussed and highlighted.
The remainder of this article is structured asofeH.

stage of development. Traditional process model® ha Related work is briefly described in Section I1.8action

difficulty in responding
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to change which often |||, the scrum agile process model is describedéntion
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IV, the scrum agile testing strategy is given.
Subsequently, conclusions are presented and futur -
directions are proposed. Sprint
backlog
Il. RELATED WORK 4
. . L . Backlog items
Software industry is transitioning to agile expanc?ed by > Product
methodologies from traditional approaches. Onehef t tear Increment

product increment after each iteration (sprint).pks the
survey on agile methods given in [9], 54% of the

popular agile process models which is being used in
software companies is “scrum”. Scrum main| Product
characteristic is, continuous deployment of working| backlog '\

software companies who are using agile methods are Customer
using Scrum. In the survey conducted by [10] orleagi
projects in different countries found that six icat Figure 1. Scrum agile process model

factors contribute to agile project success. Tlastors

are: agile software engineering technigues, custome Product owner is responsible for creating and
involvement, project management process, teammaintaining the requirements in product backlog/isHe
environment, team capability, and delivery strate@ne creates stories for the requirements in the product
of the attributes related to the critical factorgita  backlog. Development team is responsible for depiptp
software engineering techniques” is testing stiagegifo  the product by implementing the features in sprint
address the above mentioned critical factor and itbacklog.The development team is cross functional. Cross
associated attribute, currently research is beimgied functional means, team is responsible for design,
out on agile testing strategies [11], [12]. In tHieection,  development, testing, and deployment. The respiingib
authors of this paper proposed a testing strategy f of the scrum master is to ensure that the scrurmegmis

scrum agile software development environment. followed properly by the teanThe scrum activities lead
to the following artifacts: product backlog, spricklog
lll. AGILE SOFTWARE DEVELOPMENT USING SCRUM & task list to achieve sprint backlog, and working

To provide consumers with continuous deployment Olsoftware product increment respectively. Theseaats
P ploy - are briefly discussed below.

new features rapidly with the capability of embrty:l Product backlog: The required product features or
change at any stage of development, scrum is yjea”requirements by customer are identified added ool yoet

smtgzdl for th'st putr_pose_ [71, [8]’t[|13]' The sc;ur_gna backlog. Features are prioritized as desired by the
model is an iterative, incremental process of plagn customer.The main source of agility in scrum model is

development, testing, and deployment. In scrumhat t the prioritized requirements list, which is flex@hproduct

end of each iteration (sprint) a working incremést b S
. acklog [8],[14]. Changes are inevitable. As the needs of
released and deployed. In XP (eXtreme Programrmahg) the cus%rr{e[rs]changegthe product backlog is contisiy

g]in?anbdleOfHe:enncl:tgri,técr)ghqﬂrsa\évsrtlgnc?or?tricr)](ljjlcj)ﬁtsrgiy mm reprioritized. Hence, the software development is
) ! oy flexible. New features are selected from the bagklo

‘(’:Vr?aergctgﬁgiﬁ’:aregf tgon);iijousDu;e }8 nfecgl:mzoﬁr\j‘vg'rgcontinuously & integrated and released as a working
) . L ployme product increment at the end of the sprint. Thisanse
industry is transitioning to scrum agile software

development. The scrum model is depicted in th that one can deliver with increasing functionalityre

: . ; ?requently, which provides flexibility and the opanity
following diagram (Fig. 1) adopted from [7]. The deb for adaptive planning [8].

shown in Fig.1 is depicting the artifacts of their Sprint backlog: During first part of planning pradu

?hnedgrlﬁggrggg\slg'?nsc‘;gelaT:'%:;Z?:%Nng r?)%tb\gzlf)s of owner and development team together decides which
giep : P 9. features (user stories) will be part of the nexirgpThe

Planning, (Creation of sprint backlog and expandirg high priority features from product backlog are agiv

ZE{;Cittiebs?Ck'lr%qe)’s?rnudm SaE)crtlir\]}iti((a(.:sor;SrstS ecr):or?r?gglgbﬁ;menpreference. These features in this backlog areeaddd
sorum téam which consists of pproduct ownerduring the sprint. Ty_pical time-box for a sprint38 days.
development team, and scrum master 'The changes (addition of new features) to the featin
’ ' the ongoing sprint will not be accepted. But, clemng
(new features) can be added to the product backiolg
the sprint is in progress.
Expanded sprint backlog: During second part of
planning development team analyses the user stories
(features) in the sprint backlog and divides easkru
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story in its tasks. These tasks are handled bereifit
development team members during sprint.
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stories, automate test scripts if possible, exethaeests
and report defects, and run regression tests ardidmal

Working software product increment: During sprinttests at the end of the sprint. Testers are algworesible

development activities are carried out iterativebgrum
meetings are held daily, typically of 15 minutesation.
Team discusses about the progress and what toreeino
next 24 hours. At the end of sprint (30 days), waogk

software product increment is delivered (deployed).

Delivered product is evaluated by the customemisuee
that the features in the sprint backlog are impleted

Testing is important, because it is carried outrisure
the software product quality. And moreover, sucamss
failure of the product depends on testing. Henbe, t
authors of this paper focused on testing. The qseg
testing strategy for scrum model is given in thiéofeing
section.

IV. PROPOSEDAGILE TESTING STRATEGY FOR SCRUM

A. Proposed Strategy

Scrum
products [15]. Various processes and techniqueshean

is a framework for developing software

for testing non-functional tests such as load ngsand
performance testing.

Sprint
Testing HDeveIopment

Deliver incremen

Planning

Create/update
product backlog

Final deliven

Figure 2. Proposed sprint activitiesscrum

The testers in scrum agile software development

proposed and employed within the framework. Scrunparticipate in scrum ceremonies which includes répri

framework specifies the following activitiesiapning,

review, planning, daily, and retrospective meetinghe

(Creation of sprint backlog and expanding the s$prinproposed testing strategy for scrum model is degidh

backlog), Sprint (consists of activities which @iliver a
working software product increment implementingirspr
backlog features in a given time-box(typically 38ysd)).
To propose the strategy for testing, first the rdpri
activities need to be proposed. One of the possitief
sprint activities can be eXtreme programming (Xyet
development activities. The XP development actsiti
could be: design, test driven development & refiactp
integration & regression testing, and validatiostitey
before release. XP activities may not produce &imngr
product increment after completing iteration(s) @n
given time-box). This may be because of the faat this
model is not based on predefined time-box basedyato
release, hence the authors of this paper propgseat s
activities which can deliver the working softwamguct
in predefined time-box. The proposed sprint adésitre
shown in Fig. 2. The activities are: design, depeient
(coding), and testing. They are performed iter&yive
produce a working product increment in a given tinog
(sprint). The proposed testing strategy is basethese
proposed sprint activities. The proposed testimgtegy
for scrum process model is given in Fig.The sprint
activities are carried out iteratively to implemettte
features (user stories) in sprint backlog. The tdam

Fig. 3. Testing strategy contains: unit testingjtcauous
integration, and regression testing which are edrout
during the sprint. Whereas, functional & non-fuootl
testing and user acceptance testing is carriecabtihe
end of the sprint. The testing tasks during a $paie
incremental and iterative. Unit testing is done the
developer for finding the logical errors in a maalul'he
bugs found in unit testing are debugged before
integrating with other modules. Continuous inteigrais
performed daily. Continuous integration enables to
complete the increment in the scheduled sprint .time
Regression testing is done after every integratiimh to
ensure that newly integrated module has not inttedu
any new bugs. Functional test cases are creatextl twas
sprint backlog stories and executed at the endhef t
sprint.

Unit testing, integration testing, regression tegtiand
functional testing are automated. These testinkstase
conducted repeatedly and frequently, hence, automat
will help to reduce the testing time. Since thesstg are
conducted iteratively on small number of featuresyt
increase the likely hood of finding bugs early imet
project in intermediate releases (sprints) and umt
reduces the likely hood of magnifying & propagatihe

sprint contains scrum master and development teamygs to the final project. Because of this fact goality

Development team is cross-functional. They willdize
to perform design, coding, and testing (unit testamd

of software product is better in agile software
development. During deployment the product increimen

integration testing). Some of the development teanys tested by the user which is known as user aanept
members (testers) can be specifically meant fofesting (UAT) to ensure that all the user storiescified

regression and functional testing. The respontsliof
the testers are: to plan and update test casespfort
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in the sprint backlog are actually implemented. sThi
testing is done manually. In addition to testingdiional
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requirements, it is essential to test non-functiona - Development (coding) is based on design, hence

requirements. Some of the typical non-functional less chances of errors.

requirements are: load testing, security testingd a - Automation is used in testing tasks, hence
performance testing. Tools are used for testing- non reduces testing time.

functional requirements. These non-functional teses . Since review on testing is done daily, any
executed at the end of the sprint. Some of thestawich mistakes can be rectified immediately.

aid in automation for different agile testing taskse « User feedback after every delivery helps to
given in Table I. All the members of the developinen improve the testing activities.

team should be able to use testing automation.tools + Reduces development time, improves

productivity and product quality.

TABLE 1.
TYPICAL AUTOMATION TOOLS FOR SCRUM AGILE
SOFTWARE TESTIN(

Regression Testing

Development

Testing Tools
[Continuous Integration activity
Unit Testing
Unit Testing JUnit xUnit MockRunner
) ] User acceptance testing Continuous Fit, Green Pepper
Functional Testing deployment ]g. Integration Hudson FitNesse
IBM VersionOne
i i Regression STAF Rational ) !
F 3.P d testing straf
igure roposea testing strateggcrum Testing Eunctional FitNesse
Tester
B. Automation Functional Selenium, | WinRunner, FitClipse
’ Testing Avignon Cucumber
Software testing automation is key for the agitstitey. Non- CLIF
Irrespective of agile methodology, testing autoorati F#ggtt'i?]”a' JIMeter Benerator
becomes the core of agile testing [12]. The pwpofs 9 -y
software testing automation is to automate software Testing _ Rational HP Quality
testing activities. Manual testing is time consugnin managemen{ | €SNk Quality Center
Manual testing is not suitable for scrum agile itegpt software

where continuous deployment is required in shorter
intervals. Moreover, since testing tasks are cotadlic
iteratively during a sprint, through testing autdima D. Case Study
testing time can be reduced considerably. Tools are
available to automate all the testing activitiesitiV
automation testing efficiency can be improved arsdihg
time can be reduced which enables to deploy th&ingr
product increments in shorter intervals. Some aof th
typical tools which are helpful for testing actigg are
given in Table I.

Software development using scrum delivered a better
quality product. This is due to the fact that orfigw
features are added to every new increment andhdekti
done on few features only, which increased the odsn

of finding the bugs. In addition, after every itéoa
release, customer gave the feedback on bugs om thos
features, hence they could not be propagated ta nex

C. Advantages of Proposed Strategy iteration, otherwise, they would have got amplifigad
The proposed testing strategy in the context 0}ncreased the number of bug; in the_next iteration. _
proposed sprint activities offers following advagea. The proposed approach is applied on the real-ime

ETL tools which are being used by the customere Th

. Strategy is simple. Fig. 4 shows the ETL process.

- Refactoring overhead is not there.
- Simple design, which  provides only
implementation guidance.
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Any Source Platform (s) Any Target Platform
ETL Source ETL Target
Extrac
. Loag . ETL Job
Schedul
= o N & || Lochedier
. 1
Exit = W = Postprocess
Exit
Figure 4. The ETL pess
The ETL stands for “extract, transform and load’the
set of functions combined into one tool or solutibat
enables companies to “extract” data from numerous
databases, applications and systems, “transfornto it 301
appropriate format, and “load” it into another detses, a 251 _
data mart or a data warehouse for analysis, or #end 201 Ugad'f'ona'
along to another operational system to supportsineas 2 15 X evelopme
process. @ 10 1 O Agile
The Fig.5 describes the number of bugs reportea fro 5. Developme
the field in one year after the full product isesded to 0 I
the customer. Two ETL tools, DB2 ETL tool and Ssdba DB2 Syb
ETL tool are developed using the scrum agile preces ETL ETL
using the proposed testing strategy. These two tools Tool Tool

developed in the agile are compared with a sintfat
tool Teradata ETL tool which was developed in
traditional development model and released to the
customer. This study indicates that the numbeatedécts
received from the field for the products develojrethe
scrum agile process are reduced by around 50%, as
compared to the products developed in the tradition
model. CONCLUSIONS

This reduction in the number of bugs reported fthe
field for the products developed in the agile psscés
due to two factors: first, there is a continuousdieack
from the customer after every iteration in the agi
development process. Second, in every iteration th
testing of the features in the current iterationd an
regression testing of the features already deli@mnethe
previous iterations will be done, which makes siivat
the new features do not inject any regression gsiidis
indicates that the proposed scrum agile testingtegy
reduces the number of bugs reported from field.dden
the proposed agile testing strategy improves thaditgu
of the products developed in the agile process.

Figure 5. Traditional Vs Agile development

The software development in the industry is moving

towards agile due to the advantages provided bypdiie
Idevelopment process. Two main advantages of agile
aoftware development process are: delivering thgh hi
guality software to the customers in shorter irdés\and
having the capability of embracing the changes in
requirements at any stage of software developniant.
majority of the situations scrum model is preferred
because it delivers working software product in@am
in a predefined time-box (typically 30 days). Delilng a
working product increment in shorter intervals (8ys)
gives business advantage to the customers. Testing
agile process model plays a vital role. Testingtsgies
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for traditional process models are well establishmat
these strategies are not directly applicable tteagsting
without modifications and changes. A strategy fgilea
testing in the scrum software development envirartrise
proposed and presented. The context (sprint a@esyitn
which the proposed testing strategy to be appkedlso
proposed. Typical tools which are helpful for auédion

are given. The advantages of the proposed straasgy

highlighted. Case study which used the proposedesty
is presented, it indicated that the number of bregerted

by customer reduced by 50% in scrum agile developme
This

when compared to traditional development.
indicates the improvement in product quality inuser
agile development using the proposed testing sfyate
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[11] Theodore D. Hellmann, Abhishek Sharma, Jennifer
Ferreira, and Frank Maurer, "Agile testing: pasesent,
and future — charting a systematic map of testinggile
software development”, Agile Conference (AGILE),.pp
55-63, 2012.
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of SAAS products”JSEC’ 11: Proceedings of thé'4ndia
Software Engineering Conferendesbruary 2011.

[14] K.Lukasiewicz and J.Miler, "Improving agility and
discipline of software development with the Scrunda
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FUTURE DIRECTIONS

More number of case studies from different domains
and applications need to be studied to get furitthgight
into the research areas of agile software testiagegies.
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Abstract: Changes in social, cultural and economic status e
of people are resulting in people leaving the ‘traiional
life style’ and adopting “modern westernized life gyle”,
thereby throwing them into new environment. As a reult,
they are suffering from some diseases called ‘lifstyle
diseases’, which can easily be prevented or postpemh by
adopting good life style. Examples of life style deases are
heart attacks (CAD), diabetes, obesity, certain camrs,

liver disease, psychological problems etc. The acte

Chronic liver disease (cirrhosis of liver), chronic

kidney disease(kidney failure)

Depression

Osteoporosis (weakening of bones due to loss of

calcium)

Road accidents,

disorganization etc.
An estimate made by Harvard school of

violence & crime, family

elaborates on the causes, the diseases and prevemtteps. public health tells that the *Economic burden imitn

Index Terms: Life Style Diseases, Hypertension, Diabetes, du€ to non-communicable diseases (which are aopart

AtherosderosiS, Coronary artery diseasel Asthma' life Style diseases) will be close to $ 6.2 tritlifor the
Alcoholism, Abortion, Osteo-arthritis period 2012 to 2030, which is equivalent to ne&ly
times the total health expenditure during the presi
| INTRODUCTION 19 years ($710 billions)”.
. . The most important diseases -- Hypertension and
. _Ln‘e stylt_a d|$eases are a _result _OfDiabetes affect a person during productive yeard an
inappropriate relationship of people with their

can cause reduced productivity, and early retirgnren
addition to huge expenditure on health.

Information Technology (IT) sector plays
predominant role inindian “Economy” in terms of
contribution to GDP and employment opportunity.
Around 60% of young IT people are prone to life style

environments, which can potentially be prevented.
Globally 14.2 million people in the age groups
of 30-69 years are subjected to premature deatty eve
year from these diseases.
The major causes of life style diseasehlide:

1. Drug abuse ) ) diseases due to hectic work schedules, untimely and
2. Tobacco usage — smoking, chewing etc. unhealthy eating habits, severe stress in thelgal, of
3. Alcohol abuse exercise & sedentary life style. Food items likezgi,
4. Sedentary life & lack of exercise noodles, burgers, fried foods, aerated drinks éwhal
5. Dietary habits — like overeating, junk foods (Used to overcome stress) would contribute further.
(which contain high fats) like pizza/burger, As per some surveys conducted in corporate sector,
i it is revealed that
refined flours etc..
e 80% of corporate employees sleep less than 6
6. Stress
' hours.
7. Sleeplessness «  36% are obese

8. Adding pollution to the environment through .
excessive unnecessary usage of automobiles
etc. .
Some of the major diseases that can be included in
these life style diseases are:
» Alzheimer’s disease (loss of memory)
» Atherosclerosis (thickening of blood vessel walls)
» Hypertension (HTN)/ high blood pressure
* Type 2 diabetes (sugar disease)

21% have depression
12% have high blood pressure at young age.
8% have diabetes at an early age.

I CAUSES OF LIFE STYLE DISEASES

A).Drug Abuse:
People take drugs because they want a change in

» Coronary artery disease (heart attack) their lives. . .
. . Some reasons for young people getting addicted are:
» Cerebro-vascular accident/stroke(paralysis) . Tofitin
e Obesity
«  Asthma e To escapel/relax

* To relieve boredom

e Chronic pulmonary obstructive disease(COPD)
To seem grownup

* Some cancers
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* Torebel
e To experiment

They think drugs are a solution, but evatyu
the drugs become the problem. The consequences of
drugs are always worse than the problems.

The drugs cause a false sense of euphoria, elation
hallucinations and lack of concentration, blurred
memory and finally depression, leading to takingreno
qguantity of same drug or shifting to different high
potency drugs. They never come out of the vicious
circle and ruin their career and lives.

Some of the drugs used for are:

e Marijuana(ganja)

+ Alcohol

» Ecstacy

« LSD

* Amphetamine

* Heroin

*  Morphine/pethidine
e Opium

e Some of the pain killers, tranquilizers, anti-
depressants, mood elevators etc., prescribed by
doctors for various ailments, are also liable for
addiction. Examples of such drugs are diazepam
and alprazolam. They are sometimes used in high
doses for committing suicide.

Drug abuse can cause dangerous dise&ses IiC

HIV/AIDS, Hepatitis B, Hepatitis C infections

(especially in intra-venous drug addicts), severe

Psychosis, Depression, Suicidal tendencies, rejedti

the society, loss of productive life, poor perfonoa in

CVR Journal of Science and Technology, Y@, December 2013

b) Gastro Intestinal Ailments include:

- Acute Gastritis

- Gastric and Duodenal ulcers
- Cancer oesophagus

- Cancer Stomach

- Cancer Pancreas

¢) Cardio Vascular Ailments include:

- Heart Attack (CAD)

- Paralysis
Periphenal-neurepathy
- Burger's Disease
Heart Failure etc

d) Genito -Urinary Ailments include

- Cancer urinary bladder
- Impotence & loss of libido
- Cancer Cervix in females.

e) Other body system ailments are

- Reduced vision/blindness

- Abortions/Low birth weight babies

- Early aging

- Wrinkled skin

- Decreased Stamina in sports.

- Decreased Productivity and loss abme

due to health problems related to tobacco etc.
). Alcohol Abuse:

Alcohol abuse is worldwide social and medical

problem. Due to social, cultural and economic clesng
people are getting addicted to alcohol at an eagl.

studies and in work, family ruptures and also someé©me peopleview it as a symbol of prestige and social

chronic diseases like high BP, Heart ailments etc.

B).Tobacco Usage:

There is a saying that “some people commit.
suicide by ‘drowning’ but many by smokihg 2.

Usage of Tobacco by any means i.e. smoking.
cigarettes, beedi, chutta (cigar), chewing as powde
using in pans (jarada), snuff etc., is dangerousetdth. 4.
The hazards of tobacco are innumerable. Some af the
are:

a) Respiratory ailments like :
- Br. Asthma
Chronic obstructive pulmonary disease (COPD)
Chronic Bronchitis
Reduced lung capacity (Vital capacity)
Cancer Cheek
- Cancer Pharynx
- Cancer Larynx
- Cancer Hard Palate (Chutta Cancer)
- Cancer Lung etc...

= ©O© 00N Ul

CVR College of Engineering

. Automobile accidents (People using

11.
12.
13.

status.

Alcohol abuse can lead to the following

ailments:

Acute/chronic gastritis

Gastric and duodenal ulcers

Rise in blood pressure which may precipitate heart
attacks / cerebro-vascular accident (paralysis)
Chronic liver disease (Cirrhosis of liver) and live
cancer.

Acute pancreatitis

Cardio-myopathy

Peripheral neuropathy

Toxic psychosis

Cancer mouth, Pharynx, Larynx, Oesophagus etc
heavy
machinery may meet accident under the influence
of alcohol)

Injuries and death due to violence and crime
Suicidal tendency

Loss of productivity to organization and personal
loss of income

95



ISSN 2277 — 3916

D).Sedentary life style and lack of exercise -

Now a days in this competitive world, from the -
child hood, children are forced to concentrate m@re -
more on studies and they are neither encouraged in
schools nor at home on games, sports, or someofort -
physical exercise. Practically no physical exercise
during the growing age and even after getting

CVR Journal of Science and Technology, Y@, December 2013

Breast cancer

Varicose veins

Abdominal hernia

Psychological stress

Lowered fertility

Reduced life expectancy

Early signs of osteo-arthritis in spine, Hipge and

employment, because of hectic work schedule or od@nkle joint.
timing of their jobs, and various easy methods ofg) siress:

automobile transportation etc. lead to severergadg
life, which in turn makes them overweight/obese.

Sedentary life style can lead to certain diseas
like type Il diabetes, high BP, Heart ailments, iHfgts
in blood (hyper- cholesteremia),obesity etc.

Exercise improves blood circulation and’
regulates body weight and high fat in blood,*
prevents/postpones/controls high blood pressurart he *
ailments, type Il diabetes and increases good
cholesterol in blood (high density lipid) which peots  *©
the heart, keeps the body in fit condition, andplsce °
away stress. As a consequence of this, concentratio
studies / work is improved.

E). Dietary Habits:

With or without knowledge change in dietary
habits like

1 Overeating(eating more than their requirement )
2 Under eating 2
3 Eating high calorie junk foods like pizza/berg 3'
etc '
4 High intake of non-vegetarian food which consai 4
high saturated fat (Meat, Chicken, Beef, Pork etc). 5'
can cause: 6.

» High blood pressure (Hypertension )

*  Obesity

* Type Il diabetes

» Protein calorie malnutrition

» Hyper cholesteremia (High fat in blood)

* Heart ailments

e Colon cancer (due to lack of dietary fiber)

e Stomach cancer(due to regular diet with smoke
fish)

e Breast cancer (due to high fat diet)

F). Obesity:

27% of urban population and 11% of rural
population are obese. As per national family healti!3
9.

7.

survey (2005-06), 55 million people in India areesé.
Obesity can lead to

- High blood pressure

- Type Il diabetes

- Coronary heart disease (Heart attack)

- High fat in blood (hyper cholestremia)

- Gall bladder disease

10.

96

é;ood fat.

Tensions due to family problems, finahcia

eproblems, overwork burden, untimely working hours,
sﬁeeplessness etc can predispose stress in a pargbn
can lead to

Drug abuse

Alcoholism

Smoking/tobacco usage

Depression

Precipitate/diabetes, high BP, heart problem etc.
Ruptures in family relations etc.

What is the solution to get rid of these life style
Diseases

Adoption of good life style is thelgtion.

Some tips for better life style are :
1

Say no to drug abuse
Say no to alcohol
Say no to tobacco usage (smoking, chewing
tobacco etc.)
Make regular exercise a part of life style
Check always your weight
Do not eat junk foods and adopt healthy dietary
food habits, in the following way.
Eat plenty of green leafy vegetables & fruits
Avoid fried foods and use vegetable oils in

limited quantity (20 ml/head/day)

Restrict eating chicken, mutton, beef, pork etc.

as much as possible(because they contain bad fat)

Fish can be liberally taken since it contains

Add garlic to one food item as it reduces

cholesterol and sugar, and prevents high BP aad h
attacks

Cultivate the habit of regular meditation and yoga
(age old practice of Pathanjali yoga), as they
reduce stress.

Spare time for at least 6 hrs sound sleep.
Corporate employers should see that working
conditions of their employees should be properly
monitored and potential of our youth should not be
over exploited for getting more profit.

Fast food culture should be effectively controlled
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11. Automobile use should be restricted to bare
minimum as a requirement for preventing
pollution

12. Junior, Degree and Engineering colleges and
Corporate IT companies should arrange for
counseling sessions and awareness programmes at
regular intervals on life style diseases

13. Corporate IT sector should arrange for medical
check-ups at regular intervals, since early diagnos
can prevent and reduce life style diseases and their
complications.

CONCLUSION

By taking minimum precautions and being
conscious of the evils of inappropriate life styiejs
possible to prevent many common health problemis. It
necessary that the youth in particular be eduacanetthe
dangers of getting attracted to irregular and utthga
habits in their lives.
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Abstract-Materials contribute to a major cost factor in
any enterprise. In health care institutions about 8
percent of the budgetary allocation is on procuremet
and management of stores. It includes all activite of
stores from the stage of forecasting, utilizationa final
disposal. Stores management to be effective and
efficient should aim to optimize the available resarces.

Modern day health care institutions are multifacetel
and multidimensional dynamic organizations. In the
integrated and complex role of a hospital, the st@s
have a pivotal function. The stores management in a
hospital covers from simple house-keeping material®
vital life-saving drugs.

In the present studyMUSIC -3D (Multi Unit Selective
Inventory Control- A Three Dimensional Approach)
analysis of pharmacy drugs is performed attwo
multispecialty hospitals in Hyderabad. The study ishased
on the secondary data collected from the records dahe
pharmacy stores from both the hospitals, as well as
informal interviews with pharmacists, doctors and rurses.
MUSIC-3D analysis for pharmacy drugs is conducted o
the basis of ABC, VED and SDE analysis.

Index terms-ABC analysis, Drugs, Inventory control,
MUSIC - 3D analysis, pharmacy, SDE analysis, VED
analysis.

|. INTRODUCTION

The goal of effective inventory managementas
satisfy customers’ expectations of product avdlitgbi
with the amount of each item that will optimize pibal

net costs. Inventory management is a crucial psoce
that any business must undertake with the paramow“l’l‘ﬂe
care. A common mistake made in this process occurd

when a company assesses its entire inventory at tHh

same level. In fact, items have different worth ao

company, even though they may all be required gn da™

to day basis and shortage of these crucial iterakldze

damaging. ABC analysis helps in classifying thesé®

inventory items based on their worth to the hosphaa

A Three Dimensional Approach (MUSIC-3D) criteria

of annual usage value, availability and criticality
Hospital pharmacy should ensure adequate sibck

all the required drugs to maintain uninterruptegdp

It is necessary to have an effective and efficient

management of pharmacy store by keeping a close

supervision on important drugs, prevention of pifge,

and priority setting in purchase and distributioh o

drugs. Of all inventory control systems available,

MUSIC-3D is more advanced way of storing drugs.

Il.  LITERATURE REVIEW

‘Ref. [1] suggested that MUSIC-3D is a powerful
approach in the direction of cost reduction and
application of scientific management principles in
hospital. .MUSIC-3D is useful to purchase execuytiee
take decisions on a scientific and practical basis.

‘Ref. [2]discusses integrated picture of MUSIC-3D.
As per this model, the items in the stores may be
grouped in three-dimensions on the basis of
consumption value, availability and criticality. this
method, two levels for each of the three dimensions
high consumption / low consumption value, long lead

time / short lead-time and critical / non-critical
categories are advocated.
‘Ref. [3] feels that prioritizing items for

management attention has been advocated in opesatio
management for a long time, normally using ABC
analysis (inventory control). This focuses attemtan

“A category items to maximize managerial
ectiveness. Empirical evidence shows that thia i
gasonable rule for allocating scarce resource and
management time but presents difficulties when the
anager has to take more than one important dimensi
‘Ref. [Bfesents joint
riteria matrix within the ABC framework and gives
industrial application. The joint criteria matrixas

of a situation into account.

further improvement on the technique utilized ire th practical utility, provided, ranking on some scaie

study has been Multiunit Selective Inventory Cohtro
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measurement is realistic. The appropriate number of
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categories must be defined by the user. Combinin@ollege in Delhi. The annual drug expenditure inedr
criteria will probably require different analytical on 129 drug items for the year 2010-2011 was faond
approaches, e.g. goal programming or heuristibe Rs. 4, 35,847.85. On ABC analysis, 18.6, 24d an
approaches. Utilization of the matrix by manageas ¢ 57.4% drugs were found to be A,B and C category
provide an explicit method for taking a range dfecia  items, respectively, amounting to 69.1, 20.8 and %40
into account in the development of inventory pel&ci of annual drug expenditure. About 13.2 (17), 3&8) (
‘Ref. [4] develops an inventory strategy based on ABCand 48.0% (62) items were found to be vital, esaknt
analyst. and desirable category items, respectively, amognti

‘Ref. [5] analyzesthat successful operation of a to 18.7, 49.5 and 31.8% of annual drug expenditure.
manufacturing firm depends to a large extent on afased on ABC-vital, essential and desirable matrix
adequate inventory balance of raw materials an@nalysis there were 37 (28.68%) items in categoBgl
components. Excess inventory means a high amount 641.09%) items in category Il and 39 (30.23%) items
tied-up capital and a low inventory can producecategory Ill, amounting to 73.0, 22.2 and 4.8% of
interruption in the production flow. Appropriate annual drug expenditure, respectively.
inventory levels become even more crucial whengiart ~ ‘Ref. [8]formulates a matrix of nine groups based on
the material is imported. Long lead times add te thcost and criticality, by combining ABC and VED
uncertainty of demand between replenishments; ignalysis. ‘Ref. [9] observed that ABC analysis, if
addition, import restriction by foreign countrieqieve  practiced, would allow effective control over twhirtl
affiliates of multinational companies are locatedstn Of the total expenditure by controlling only oneufth
also be taken into consideration. ‘Ref. [5] describes Of the items.
financial difficulty for one of the Brazilian affdtes of
a USA-based company which is highly devalued by [l OBJECTIVES OF THE STUDY
inflation because of mandatory bank deposits. ArCAB
analysis provided a good insight into the situatiom 1
Sgﬁ\fl;lrezn?aﬁczon5|derable improvement in the companyg gpe categories.

‘Ref. [6T conduc_ted ABC and VED (vital, essential, mazr;agem;-r?t ;pgﬁ/arl\rﬁléi;%izswocess of Inventory
desirable) analysis of the pharmacy store of Post
Graduate Institute of Medical Education and Regearc
(PGIMER), Chandigarh, India to identify the catdger
of items needing stringent management control. The In the present studyMUSIC -3D analysis of
annual consumption and expenditure incurred on eagbharmacy drugs is performed at two multispecialty
item of pharmacy for the year 2007-08 was analyzethospitals in Hyderabad. ABC Analysis is carried byt
and inventory control techniques, i.e. ABC, VED andanalysing the secondary data collected from therdsc
ABC-VED matrix analysis, were applied. The drugof pharmacy department and stores (for surgical
formulary of the pharmacy consisted of 421 itemse T items).The records were observed for a period of 6
total annual drug expenditure (ADE) on items issieed months i.e. from Jan 2013 to June 2013. To claskdy
2007-08 was Rs. 40,012,612. ABC analysis revealedems under VED, expert opinion of doctors & nurses
13.78%, 21.85% and 64.37% items as A, B and drom the respective departments is considered .The
category items, respectively, accounting for 69.97%opinions of pharmacists are also given due
19.95% and 10.08% of ADE of the pharmacy. VEDconsideration. Informal Interview was conductedhwit
analysis showed 12.11%, 59.38% and 28.51% items dBe doctors, nurses and pharmacists to get the@ierex
V, E, and D category items, respectively, accogntor  opinion regarding the criticality of the drugs. SDE
17.14%, 72.38% and 10.48% of ADE of the pharmacyanalysis is done based on secondary data available
On ABC-VED matrix analysis, 22.09%, 54.63% andthe records regarding the procurement of drugsgjicair

To classify pharmacy drugs into ABC, VED

IV. METHODOLOGY

23.28% items were found to be category I, Il ard Il items and their availability. Also an informal inteew
items, respectively, accounting for 74.21%, 22.28% is conducted with the In-charges and other stdff o
3.56% of ADE of the pharmacy. stores & pharmacy to collect the data regarding the

‘Ref. [7] employed a matrix based on coupling ofavailability of surgical items and drugs. MUSIC-3D
cost ABC (always, better and control) analysis andanalysis for pharmacy drugs and surgical items is
criticality (vital, essential and desirable) anidysor conducted on the basis of ABC, VED and SDE
drug inventory containing 129 items of drug ster¢hie  analysis.

Department of Community Medicine of a Medical The classification of pharmacy drugs and sagi
items under MUSIC-3D analysis is based on 3
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dimensions:
1. Consumption value (High or Low)
2. Criticality ( Critical or Non-Critical) and
3. Lead time (Long or Short)

The consumption values are in turn obtainec¢

through ABC analysis, Criticality though VED
analysis and Lead time through SDE analysis.

V. DATA ANALYSIS AND RESULTS

CVR Journal of Science and Technology,uva 5, December 2013
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As the classification of pharmacy drugs undefrigure 1 ABC analysis of drugs of pharmacy depantrae Hospital 1

MUSIC-3D analysis is based on 3 dimensions, to

perform MUSIC-3 D, ABC VED & SDE analysis are
performed first.

ABC analysis of drugs of pharmacy departmeént a

Hospital 1 is shown in ‘Table IHere the drugs have
been classified on the basis of consumption ofstem

TABLE |
ABC ANALYSIS OF DRUGS OF PHARMACY

DEPARTMENT AT HOSPITAL 1

%
Category Items % Items | Consumption(Value)
'A' items 55 19.50 70.07791
'B' items 86 30.49 20.05315
'C' items 141 50 9.868941
Total no
of items 282 100 100

As per “Table 1" the following are the interpretats of
ABC analysis of pharmacy drugs at Hospital 1:

'A' Items: 55items accounting for19.5035 %
of total items & 70.07791% of total
consumption in terms of value.

'B' Items: 86items accounting foB0.4964%
of total items & 20.05315% of total
consumption.

'C' Items: 141litems accounting for 50 %f
total items & 9.868%f total consumption.

ABC analysis of pharmacy drugs at Hospital 1 i®als
shown graphically in “Figure 1"

100

ABC analysis of drugs of pharmacy departmént a
Hospital 2 is shown in “Table 2.

TABLE Il
ABC ANALYSIS OF DRUGS OF PHARMACY

DEPARTMENT AT HOSPITAL 2

%
Category Items % Items | Consumption(Value)
‘A items 123 33.79 70.19
'‘B' items 102 28.03 19.85
'C' items 139 38.18 9.96
Total no
of items 364 100 100
As per “Table 2" the following are the

interpretations of ABC analysis of pharmacy drugs a
Hospital 2:

'A' Items: 123tems accounting for 33.79 &
total items & 70.19%of total consumption in
value.

'‘B' Items: 102items accounting for 28.03%f
total items & 19.8% of total consumption.

'C' Items: 139tems accounting for 38.18%f
total items & 9.96%of total consumption.

ABC analysis of pharmacy drugs at Hospital 2 i®als
shown graphically through “Figure 2”.

ABC analysis of Pharmacy drugs

“Clilemns
38%

Figure 2 ABC analysis of drugs of pharmacy depantra¢ Hospital 2
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VED analysis of drugs of pharmacy department at As per “Table 4" the following are the
Hospital 1 is shown in ‘Table 3ere the drugs have interpretations of VED analysis of pharmacy drugs a

been classified on the basis of criticality of ikem Hospital 2
TABLE Il « 'V'lItems: There are 65 items which are vital
VED ANALYSIS OF DRUGS OF PHARMACY for patient care in this category.

» 'E'items: There are 236 essential items for

DEPARTMENT AT HOSPITAL 1 patient care.

Category | items % Items classification e D Item.s: There are 63 desirable |tems.. _
. . VED analysis of pharmacy drugs at Hospitals2 i
Vital 27 9.57447 Vital . e ”
also shown graphically in “Figure 4”".
Essential 165 58.5106 Essential
Desirable 90 31.9149 Desirable VED Analysis of pharmacy drugs
Total no of .
items 282 100 Total no of items S

17%

As per “Table 3" the following are the
interpretations of VED analysis of pharmacy drugs a
Hospital 1

 'V'Items There are 274tems which are vital
for patient care in this category.

« 'E' items There are 16%essential items for
patient care.

» 'D'ltems:There are 90 desirable items.

VED analysis of pharmacy drugs at Hospitalsl i

Figure 4 VED analysis of drugs of pharmacy depantme

also shown graphically in “Figure 3". atHospital 2
SDE analysis of drugs of pharmacy department at
VED analysis of pharmacy drugs Hospital 1 is shown in ‘Table SHere the drugs have
vital been classified on the basis of procurement, ditfjc

10%

and market availability of items.

Desirable
2 TABLE V

SDE ANALYSIS OF DRUGS OF PHARMACY
DEPARTMENT AT HOSPITAL 1

Category Items % ltems classification
Scar_ce to 6 2.12766 Scarce to obtain
obtain
pifficultto |33 | 117021 | Difficut to obtain
Figure 3 VED analysis of drugs of pharmacy depantrae Hospital 1 obtain
E;S;i/nto 243 86.1702 Easy to obtain
VED analysis of drugs of pharmacy department at
oo e = Totalnoof | 5g; 100 Total no of it
Hospital 2 is shown in“Table 4. items otal no ot items
TABLE IV As per “‘Table 5" the following are the
VED ANALYSIS OF DRUGS OF PHARMACY interpretations of SDE analysis of pharmacy drugs a
DEPARTMENT AT HOSPITAL 2 HOSp'tal, l, . .
e 'S' Items These are scarce items especially
Category | Items % ltems classification imported items and are _those which are on
Vil 65 178 vial short supply. There are 6 items.
: - * 'D'ltems These are available with difficulty in
Essential | 236 64.8 Essential indigenous market and cannot be procured
Desirable 63 17.4 Desirable easily. There are 38&ms.
Total no of _ » 'E'ltems These refer to items which are easily
items 364 100 Total no of items available. There are 24&ms.
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SDE analysis of pharmacy drugs at Hospital dl$o SDE Analysis of pharmacy drugs
shown graphically through “Figure 5”. Searce to obtain

3%

Scarce to obtain
2%

Easy to obtain

77%

Easy to obtain
86%

Figure 6 SDE analysis of drugs of pharmacy departrae

Hospital 2

Figure 5 SDE analysis of drugs of pharmacy departmeHospital 1.~ MUSIC-3D analysis of drugs of pharmacy department
at Hospital 1 is shown in‘Table ®IUSIC -3D analysis

SDE analysis of drugs of pharmacy department abf pharmacy drugs is based on ABC (High or Low
Hospital 2 is shown in“Table 6. consumption), VED (critical or non-critical) and ED

(long lead time or short lead time) analysis.
TABLE VI
SDE ANALYSIS OF DRUGS OF PHARMACY TABLE VII
DEPARTMENT AT HOSPITAL 2 MUSIC-3D ANALYSIS OF DRUGS OF PHARMACY

DEPARTMENT AT
HOSPITAL 1

Category Items % ltems classification
Scarce to| 10 High consumption Low consumption value

obtain 2.7 Scarce to obtair] value items items

T T Long lead | Short lead Long Short lead
E)If(f)lgtua:[n 72 19.8 le(:Il()itl;llitntO time time lead time time
HLC (-) HSC LLC LSC (5.3%)

Basyto | 282 1 275 | Easyto obtain Critical ©7%) | (7.09%

obtain Non- HLN HSN LLN LSN (63.4%)
Total no 364 100 Total no of items critical (1.06%) | (18.08%) | (4.25%)

of items Percentage distribution of pharmacy drugs under

As per ‘Table 6" the following are the MUSIC-3D analysis for hospital 1 is showrfTiable 8.

interpretations of SDE analysis of pharmacy drugs a TABLE VIl
Hospital 2 PERCENTAGE DISTRIBUTION OF PHARMACY DRUGS
P . ) UNDER MUSIC — 3D ANALYSIS AT HOSPITAL 1
+ 'S'ltems These are 10 scarce items -especially [ cATEGORY TEMS %
imported items- and are those which are on
short supply. HLC 0 0
+ D' Items:These are difficult items which are | Hsc 2 0.7
available in indigenous market but cannot be HLN 3 106

procured easily. It includes 72items.

e 'E'ltems:These refer to items which are easily | HSN
available locally & include 282 items. LLC 20 7.09
SDE analysis of pharmacy drugs at Hobgitis

51 18.08

also shown graphically in “Figure 6”. LSC 15 5.3
LLN 12 4.25
LSN 179 63.4
Total no of items 282 100
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MUSIC-3D analysis of drugs of pharmacy
MUSIC-3D analysis of drugs of pharmacy department at Hospital 2 is also shown graphicily
department at Hospital 1 is also shown graphically “Figure 8.

“Figure 7. TABLE X
PERCENTAGE DISTRIBUTION OF PHARMACY DRUGS

UNDER MUSIC — 3D ANALYSIS AT HOSPITAL 2

MUSIC-3D analysis of pharmacy drugs CATEGORY ITEMS %
e HIN HLC 21 5.76
HL(: aw 1o
o 1% HSC 12 3.29
i E— HLN 9 2.47
e B S
N L oqey
e — HSN 81 22.25
BBy .
rF B % e 16 439
F E— Y
N~ — LSC 18 4,94
- O 0= [ g,
. I —
[ L W LLN 36 9.89
T ey TR &
u L LsN 11 | 67
_—  ie— T — 27 )
e A Tota o o hems 2 | a0
S 5%
MUSIC 3D analysis of pharmacy drugs

HsC
39 N
3%

Figure 7.MUSIC-3D analysis of drugs of pharmacy department at
Hospital 1

MUSIC-3D analysis of drugs of pharmacy departmen
at Hospital 2 is shown in“Table 9.

TABLE IX
MUSIC-3D ANALYSIS OF DRUGS OF PHARMACY
DEPARTMENT AT
HOSPITAL 2
High consumption Low consumption value
value items items
Long Short lead Long Short lead
lead time time lead time time
HLC(5.7 HSC LLC LSC (4.94 _ _
Critical 6%) 3.29%) | (4.3 %) %) Figure SMUSIC-3D analysis of drugs of pharmacy department at
Hospital 2
Non- HLN HSN LLN LSN (46.97
critical (2.47 %) | (22.25 %) | (9.89 %) %)

Percentage distribution of pharmacy drugs under
MUSIC — 3D analysis for hospital 2 is shown"Table
10.

CVR College of Engineering 103



ISSN 2277-3916 CVR Journal of Science and Technology,uva 5, December 2013

V. CONCLUSION VI. REFERENCES

The conventional ABC analysis is not an eftect 1] Gopalakrishnan, P, (ed).Ptirchasing and Materials
selective control mechanism, as there are other |\anagemerit New Delhi : Prentice Hall Of India Pvt

influencing mechanisms, like criticality and availdy, Ltd.,pp 79, 2000.

which influence a great deal on controlling the [2] Gupta, S. and Sunil, K. (ed).,Hbspital Stores

materials. Thus, the three-dimensional approach Management’.New Delhi: Jaypee Publications, 2000.

MUSIC -3Dis helpful to classify all materials into eight [3] Benito E. Flores, D. Clay WhybarkMultiple Criteria

categories and to control the materials effectivelyall ABC Analysi$ International Journal of Operations &

aspects and achieve cost reduction, in order ititéie Production Management, Vol. 6 Issue: 3, pp.38 -, 46
. . . 1986.

the materials department as a profit center. Th&lin

. . .. _[4] Viswanathan, S., Bhatnagar, Rolifthe application of
efforts required to implement MUSIC-3D may be quite” * Agc analysis in production and logistics: an explion

high but once implemented only a marginal effort is  for the apparent contradiction”, International G of
needed to maintain and improve it. The benefits are  Services and Operations Management, Vol. 1, Nur@ber
immense. The importance of inventory control is nhow  pp. 257-267, 2005.

recognized by the hospital administrators. Its dasi [5] Alberto Gabbay CanenRoberto D. Galvado“An
objectives are to reduce investment in inventoged Application of ABC Analysis to Control Imported
simultaneously avoid stock-out situation. An effeet Material", Interfaces, Volume 10, Issue 4, 1980.
inventory control balances the two objectives tol®! '\//Ln[;‘f}';gngfﬁﬁeegﬂfﬁng Rstgllgar(;’fASCT:t:idar\;Egare
optimum ad\(antage. Computerlzatl_on,.aL_Jtomat_lonl and Teaching, Research and Referral Healthcare Ingtitft
use of technique like MUSIC-3D will aid in achiegin

S India”, Journal of Young Pharmacists, April-June; 2(2):
these objectives. 201-205..2010 .

It is imperative that aI.I measures for the[7] Anand T, Ingle GK, Kishore J, Kumar RABC-VED
prevention of stock out situations should be  Analysis of a Drug Store in the Department of

implemented. Availability of pharmaceutical prodsict Community Medicine of a Medical College in Dglhi
is essential for patient satisfaction. It is alsceasential Indian  Journal  of Pharmaceutical Science.
requisite for provision of life saving, effectiveng Jan;75(1):113-7., 2013.

efficient healthcare. Frequency of stock outs is an®l Mahatme M, Dakhale G, Hiware S, Shinde A, Salve A.
Medical store management: an integrated economic

indicator to assess the_effectlveness of the stores analysis of a tertiary care hospital in central iand
department and the materials management. The MUSIC 5 inai of Young Pharmacists, April:4(2):114-8120

-3D technique needs to be adopted as a routindiggac [9] Kant S, Pandaw CS, Nath LM,, “A management techaiqu

for optimal use of resources and elimination of-ofut for effective management of medical store in hasgit
stock situations in the hospital pharmacy. MUSIO 3- Medical store management technique.”, Journal of
aids in efficient management of the pharmacy st@ses Academy of Hospital Administration, 8-9(2-1):41-7,
it contributes to not only improvement in patie@ire 1997.

but also judicious use of resources as well.

104 CVR College of Engineering



ABOUT THE COLLEGE

CVR College of Engineering (an Autonomous Institjtiwas established in 2001, and
its ninth batch of students graduated from the €ydl CVR is preferred as the No. 1 college
among more than 600 colleges in AP that startedesthe year 2000 and was also rated as the
#1 co-educational college in pass percentage amaegrly 300 colleges under JNTU,
Hyderabad for three consecutive semester examimatilh is the expectation of the academic
community that CVR is on the successful path tm Iblee TOP-5 amongst all colleges in AP in
the next few years.

The College was the first college in Osmania Ursitgrarea that was promoted
by NRI technology professionals resident in the Ul$ NRI promoters are associated with
cutting-edge technologies of the computer and mleats industry. They also have strong
associations with other leading NRI professionatgking for world-renowned companies like
IBM, Intel, Cisco, Motorola, AT&T, Lucent and Ndrtgho have agreed to associate with the

College with a vision and passion to make the @elle state-of-the-art engineering institution.

The College has been given Permanent AffiliationJdyUH and is accredited by the
National Board of Accreditation (NBA). It has alseen accorded AAA status by Careers360 on

par with decades old institutions in the state néliiva Pradesh.

CALL FOR PAPERS:

Papers in Engineering, Science and Management disciplines are invited for
Publication in our Journal. Authors are requested to mail their contributions to Editor, CVR

Journal of Science and Technology (Email 1d: chalapatiraokv@gmail.com).

Papers are to be written using a Standard Template, which may be obtained on request

from the Editor. It is also available on the college website under In-House Journal.



~ e -~ &y A ~ e ~
v IlI & - p | - "- 1 - —
S W N _.-\—-"\-"-\\--\-"H:-— S 'u“l—r-——-\\_-— \:n-:

- -~ YV

FECEINUOLC O

CVR COLLEGE OF ENGINEERING
(An Autonomous College affiliated to INTU Hyderabad)
Mangalpalli (V), Ibrahimpatan (M)

RR District, AP-501510
http:/fcvr.ac.in



