


PATRONS 
 

Dr. Raghava V. Cherabuddi, President & Chairman 

Dr. K. Rama Sastri, Director 

Dr. A. D. Raj Kumar, Principal 

 

Editor   : Dr. K. V. Chalapati Rao, Professor & Dean, Academics 

Associate Editor  :  Wg. Cdr. Varghese Thattil, Professor, Dept. of ECE 

 

Editorial Board :  

Dr. K.  Lal Kishore, Vice Chancellor, JNTUA, Ananthapur 

Dr. S. Ramachandram, Vice Principal, College of Engineering &  
             Professor Dept. of CSE, Osmania University. 

Prof. L. C. Siva Reddy, Vice Principal and Professor & Head, Dept. of CSE, CVRCE 

Dr. M. S. Bhat, Professor & Dean, Evaluation, CVRCE 

Dr. N. V. Rao, Professor, Dept. of CSE, CVRCE 

Prof. R. Seetharamaiah, Professor & Head, Dept. of IT, CVRCE 

Dr. K. Nayanathara, Professor & Head, Dept. of ECE, CVRCE 

Dr. K. S. Dhanavanthri, Professor & Head, Dept. of EEE, CVRCE 

Prof. S. Narayana, Professor, Dept. of EIE, CVRCE 

Dr. T. A. Janardhan Reddy, Professor & Head, Dept. of Mech. Engg., CVRCE 

Dr. E. Narasimhacharyulu, Professor & Head, Dept. of H&S, CVRCE 



 

CVR JOURNAL 
OF 

SCIENCE & TECHNOLOGY 
 
 

 

 

 

 

 
CVR COLLEGE OF ENGINEERING 

      (An Autonomous College affiliated to JNTU Hyderabad) 
Mangalpalli(V), Ibrahimpatan(M),  

R.R.District, A.P. – 501510 
http://cvr.ac.in 



EDITORIAL 
The Third Volume of CVR Journal of Science & Technology, a Bi-annual Journal with 

ISSN number published by our college, is being brought out with 18 papers from various areas 

of specialization in Engineering and Science. The papers have been selected from several papers 

received, after careful review by the members of the Editorial Committee. The breakup of papers 

among the branches is as follows:  

ECE - 5, CSE - 4, EEE - 2, EIE -2, H&S- 2, IT -2 and Management -1. 

Research in Science and Engineering, complementing each other, is resulting in the 

current fast paced developments taking place on a global scale, affecting the day to day life the 

world over. Engineers have a crucial role in this context and the quality of Engineering 

Education becomes particularly important in preparing the students for challenges to be faced by 

them in their future career.  Teachers have a major role to play for this purpose. Research culture 

in the college contributes in no small measure to equip the teachers with the appropriate attitudes 

and skills for pursuing research in the areas of current interest.  Further, topical research by 

teachers complements their teaching activity, thereby improving the quality of teaching and 

project guidance, and thus ensuring that the outgoing students will be competent engineers. 

The close link between Science and Engineering is well recognized. A sound background 

in Science helps engineers in making judicious decisions in the design and implementation 

process of solving real world problems in an optimum way. Likewise proper utilization of the 

improved and sophisticated tools, provided by progress in engineering, should help in optimizing 

the pursuit of   scientific research. CVR Journal of Science & Technology continues with the 

tradition of making the best use of the complementary nature of Science and Engineering, and 

strengthening the research base of the college. 

It will be our earnest effort to continue to maintain and improve the quality of the Journal 

with active support of the Management of the College. 

 

K.V. CHALAPATI RAO 
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Abstract— Generation of 3D city models has been evolving 

to be one of the most relevant and active research topics as 

many application areas require them. Planning of 

Telecommunications, Urban development, Managing 

disasters, Prevention of Hazards, City design, developing 

TV games, etc., are some of the application areas where 3D 

city models are precisely and accurately needed. Several 

concepts from Geo-Information System (GIS) were taken 

for transmitting traditional 2D models to 3D City Models. 

The paper describes the Generation of 3D city model in a 

Semi-Automated Approach. Different multi-sensor 

data/Images were studied and analyzed, and the images 

were pre-processed using image processing techniques. The 

3D city model generation in semi-Automated approach 

involves development of prototype software which 

eventually can be utilized in the Automatic generation of 3D 

city model. The entire prototype software is designed and 

developed using MATLAB platform. The generated 3D city 

model is represented or visualized using suitable 

visualization techniques. 

Index Terms— GIS, Photogrammetry, LIDAR, GPU, DEM, 

DSM, DTM, Aerial photography. 

I. INTRODUCTION  

3D city model graphically simplifies complicated 
concepts which are difficult to visualize. The technical 
standards and commercial possibilities are high in 3D 
representation, as in today’s world people are smart 
enough to use 3D city model in tremendous technical, 
environmental and commercial aspects such as 
marketing, tourism, city planning, traffic management, 
navigation, noise propagation and much more. 

3D city model consists of buildings, streets, terrain, 
vegetations and other man-made objects. Modeling of 
buildings is the main workload and is clear that 
photogrammetry is able to provide a means to collect the 
required 3D information. Generation of 3D city model is 
broadly classified into two large classes, namely 
Automatic systems [1] and Semi-Automatic systems [2]. 
In Automatic systems, 3D city models are generated 
without any human interaction. The system itself detects 
all the objects such as roads, trees, grass, rivers, hills, etc. 
whereas in Semi-Automatic approach user manually 
selects the buildings, towers, trees, etc and based on the 
selection 3D city model is generated. 

In this paper we have presented 3D city model 
developed in semi-automated approach. The paper focus 
on research work for generation of 3D city model from 
geo-spatial data collected from multiple sources. Initially, 
different multi-sensor data and images were analyzed and 

pre-processed. Then, 3D city model was constructed and 
is represented using suitable visualization techniques. The 
prototype is designed and developed using MATLAB 
platform and is optimized using GPU (Graphical 
Processing Units) based computing techniques. The 
prototype software developed here will be eventually 
utilized to generate automatic systems. 

Visualization through visual imagery has been an 
effective way to communicate both abstract and concrete 
ideas since the dawn of man. The tool used here for 
visualization of 3D city model is ParaView, an open-
source, multi-platform data analysis and visualization 
application. 3D city buildings generated in this approach 
is stored as a grid file in ‘VTK’ (Visualization Tool Kit) 
format. VTK is an open-source, freely available software 
for 3D computer graphics, image processing and 
visualization.

Geo-Spatial Image data refers to different kinds of data 
such as Aerial Photography, Topographic Images, Digital 
Surface Model (DSM) files, Digital Terrain Model 
(DTM) files, Digital Elevation Model (DEM) files, 
LIDAR (Light Detection and Ranging) data, Satellite 
Imagery and TLS (Three Line Scanner) Image 
information.

A. Abbreviations and Acronyms 

GIS (Geographical Information System):GIS is a 
system of systems collecting, processing, and analyzing 
Spatio-Temporal information regarding earth features [6]. 
It involves people preparing data, the system (I/O 
devices, computing platforms and networks) and Users 
using the system. 

DEM (Digital Elevation Model):DEM is a digital 
model for 3D representation of terrain's surface. 

DSM (Digital Surface Model):DSM represents the 
earth's surface and includes all objects in it. 

DTM (Digital Terrain Model):DTM represents the 
bare ground surface without any objects like plants and 
buildings.

LIDAR (Light Detection and Ranging):It is an optical 
remote sensing technology that can measure the distance 
to, or other properties of a target by illuminating the 
target with light [13], often using pulses from a laser. 

TLS (Three Line Scanner):Three Line Scanner (TLS) 
is an optical sensor for aerial survey. TLS is composed of 
three linear CCD arranged in parallel, and it can acquire 
three images of each direction (Forward, Nadir and 
Backward) at the same time. Orienting them on an 
aircraft perpendicularly to flight direction, and scanning a 
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ground plane, a treble stereo image of a ground object can 
be acquired [3].

GPU (Graphics Processing Unit):A graphics 
processing unit or GPU (also occasionally called visual 
processing unit (VPU)) is a specialized electronic 
circuit designed to rapidly manipulate and alter memory 
in such a way so as to accelerate the building of images in 
a frame buffer intended for output to a display. GPUs are 
used in embedded systems, mobile phones, personal 
computers, workstations, and game consoles. 

CSG (Constructive Solid Geometry):Geometric 
methods to build roofs of buildings such as Flat, Desk, 
Gable and Hip roofs.

Apart from the above terms and definitions, some of 
the keywords include Aerial photography, Satellite 
Imagery, Topographic Images, Terrestrial images, Stereo 
Image Data, etc., comes under Geo-Spatial data. 

II.  CONSTRUCTING 3D CITY MODEL

3D city models are digital representations of the 
Earth’s surface and related objects belonging to urban 
areas (like cities, factories, buildings, etc). MATLAB 
supports various forms of Image formats. The Input 
Image can be a TIF, BMP, JPEG, PNG, GIF, etc,. 
MATLAB processes it and can produce preferable 
output. A GUI is designed for processing of images and 
to generate the expected model. 

A. Selection of Buildings

Consider any aerial image and select the corner points 
of buildings. Based on the markings, draw the outlines of 
buildings to verify whether the lines are interacting with 
the geometrical shapes of buildings. If not then erase the 
old markings and new ones are replaced. 

B. Mapping the boundaries with building edges 

As we get the exact outlines of buildings, we will 
extract the boundary lines of buildings and are mapped 
with the buildings edges that we get by implementing 
edge detection techniques such as sobel’s method, 
canny’s method and robert’s method. These algorithms 
give us fine line extraction [2] of buildings which is the 
input for generating 3D city model. 

Figure 1. Markings of buildings and their outlines 

Figure 2. Mapping boundaries and edges (Robert's edge detection) 

C.  Generating 3D city model 

 Digital Elevation Model provides the height data for a 
particular area on which we are generating 3D model. For 
the time being assuming a particular height for all 
buildings, 3D city model is generated using fine line 
boundaries which are the efficient input. 2D image is kept 
as a surface and on top of that 3D projections were drawn 
according to the boundaries obtained. 3D model from a 
traditional 2D image is successfully completed. 

Figure 3. Generated 3D city model 

III. GENERATING A GRID FILE (VTK) AND

VISUALIZATION OF 3D CITY MODEL

A. Grid file generation 

Assume a 3D grid with our 2D image as its base with 
some respective value of height. As we have developed 
3D city model by developing the building blocks on the 
top of 2D image, so the points at which the buildings are 
touching the 3D grid were considered and stored in an 
external file (‘.vtk’ file). VTK has an extensive 
information visualization framework, having a suite of 
3D interaction widgets, It supports parallel processing, 
and integrates with various databases on GUI toolkits 
such as Qt and Tk. VTK is a cross-platform and runs on 
Linux, Windows, Mac and Unix platforms. 

Figure 4. City model in 3D Grid 

B. Visualization using ParaView 

The generated ‘vtk’ file can be visualized using 
visualization tool ParaView. ParaView is an open-source, 
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multi-platform data analysis and visualization 
application. ParaView users can quickly build 
visualizations to analyze their data using qualitative and 
quantitative techniques. The data exploration can be done 
interactively in 3D or programmatically using ParaView's 
batch processing capabilities. When the ‘vtk’ file is 
opened in ParaView the buildings of City model are 
visualized. This ‘vtk’ file is subsequently used for various 
applications.

Figure 5. Visualizing 'vtk' grid file using ParaView 

CONCLUSIONS

Generation of 3D city model from Aerial images in 
Semi-Automated approach is successfully done. The 
prototype software which is built here will be utilized for 
Automatic Generation of 3D city Model. The ‘vtk’ file 
generated is the efficient input for effective visualization 
of 3D city Model. The external file (vtk) is portable and 
hence ‘vtk’ file generated for any area can be easily 
carried and it can also be used in many applications such 
as traffic management, tourism, urban planning, 
marketing, telecommunication planning, disaster 
management, etc. 

In the fully automated approach, the system itself 
detects the objects such as buildings, trees, roads, etc. in 
an image. In semi-automated approach the user manually 
selects the objects in an image. So, except the detection 
part remaining procedure for generating 3D city model in 
automated and semi-automated systems is the same. 
Hence, the modules developed in our approach can be 
used in developing automated 3D city model generation. 

A. Scope for further work 

• To have a real world scene like looking of 3D 
city model, Pattern Matching is to be done. 

• Buildings are classified into two kinds. Convex 
shaped and Concave shaped structures. For 
Concave shaped buildings like ‘U’ shaped, ‘V’ 
shaped, etc., Semi- automated approach needs 
more number of interactions from user. So 
implementing Delaunay triangulation method 
may reduce interactions per building. 

• Delaunay triangulation draws extra lines i.e. 
lines that do not belong to a building. We should 
remove those lines. Automatically removing 
them will be an efficient work. 

• Coming to visualization we have developed grid 
values of buildings that are rectangular shaped 
only. Generating grid for all regular and 
irregular shapes (triangular, spherical, 
trapezium, etc.) looks very effective and 

therefore very sophisticated city models can be 
easily built from this ‘vtk’ grid file. 

• 3D models of buildings are developed assuming 
same height for all buildings. If height data such 
as DEM files are available we can generate more 
effective and realistic 3D City Models. 
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Abstract-A computational grid is a large scale, 

heterogeneous collection of autonomous systems, 

geographically distributed and interconnected by low 

latency and high bandwidth networks. The sharing of 

computational resources is a major aspect of grids. 

Scheduling is a key problem in emergent computational

systems, such as Grid and P2P, in order to benefit from 

the large computing capacity of such systems.  Our 

approach is to dynamically generate an optimal schedule so 

as to complete the different tasks in a minimum period of 

time as well as utilizing the resources in an efficient way. 

There are so many approaches for scheduling like Genetic 

Algorithm (GA), Simulated Annealing (SA), Ant Colony 

optimization (ACO) and Particle Swarm Optimization 

(PSO) Algorithm. In this paper, We would like to present Genetic 

Algorithms (GAs) based schedulers for efficiently

a l l o c a t i n g  jobs to resources in a Grid system. We 

would also like to implement GAs for designing efficient 

Grid schedulers when makespan is minimized. Our GA-

based schedulers are very fast and hence they can be 

used schedule jobs arrived in the Grid system.

Index Term - Genetic Algorithm, Makespan, Minimum 

completion time, Fitness. 

I. INTRODUCTION

Grid computing has emerged as an important field, 
distinguished from conventional distributed computing 
by its focus on large-scale resource sharing, innovative 
applications and high-performance orientation. In grid 
computing scheduling is challenging job. So we used 
GAs for designing efficient Grid schedulers when 
makespan is minimized. The GA operation is based on 
the Darwinian principle of   “survival of the fittest”. It 
implies that the fitter individuals are more likely to 
survive and have a greater chance of passing their good 
genetic features to the next generation. In genetic 
algorithm, each individual that is a member of the 
population represents a potential solution to the problem. 
GA starts with initial population of individuals 
(chromosomes). Each individual is evaluated using 
fitness function to produce a value known as goodness of 
the solution. Then a new population is generated by 
selecting best individuals from the current population and 
applying crossover operator to produce new offspring 
which would inherit good features of parents. Then each 
offspring is mutated in order to prevent GA to be trapped 
in local optima. Best individuals among current 
population and new population are carried forwarded in 
the next generation. The process is repeated until 

stopping condition met and best solution in the current 
generation is returned. We have used Genetic Algorithm 
based approach forour paper because GA can search for 
optimal/nearly optimal solution for scheduling quickly. It 
is well understood and applicable to many real life 
problems. GA can easily be combined with other meta-
heuristic approaches for multiple objectives. 

II. LITERATURE SURVEY

The existing approach for grid scheduling 
implemented with conventional algorithm techniques 
may give optimal solution but not in reasonable amount 
of time & the literature shows several limitations. These 
are : Algorithms are studied using simulation, mostly 
static algorithms which assume that all information is 
known in advanced, do not react to dynamism involved 
in the typical grid environment and The performance of 
these algorithms has been studied for small sized 
problems only. So in this paper, we proposed to 
implement a grid scheduler which will address all of the 
above problems. It is based on Genetic algorithms which 
gives optimal/nearly optimal solution quickly. It uses 
dynamic information received from Grid Information 
System to determine optimal/ nearly optimal solution. It 
can work with larger sized problems.  

III. PROPOSED SYSTEM DESIGN

I used genetic algorithm to find optimal/nearly optimal 
schedule when makespan is minimum which efficiently 
utilize the resources. Proposed GA can quickly search 
solution space in parallel to find optimal/nearly optimal 
solution in very less time. It uses dynamic information 
received from Grid Information System to determine 
optimal/ nearly optimal solution. It can work with larger 
sized problems. We are going to present a job scheduling 
algorithm which can perform well.  

IV. PROBLEM FORMULATION 

Our GA is based on Expected Time to Compute (ETC) 
Model. An ETC for any job j on any resource (machine) r 
is expected execution time of job j on r if j is scheduled 
on r. The problem for grid scheduling consists of 
following:

• n – the number of jobs to be schedule at 
particular instance of time. Any job has to be 
processed entirely in unique resource. 
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• m – the number of heterogeneous 
resources(machines) available in the Grid for an 
execution of  a given set of jobs 

•  N = {j1, . . . ,jn} a set of n jobs 

•  R = {r1, . . . ,rm} set of available m resources.  

• The workload Wi of each job i. 

• The computing capacity CCr of each resource (in 
millions of instruction per second) r. 

• The expected time to compute ETC matrix of 
size n×m(number of jobs * number of 
resources).ETC[j][r] indicates the expected 
execution time of job j  in resource r.  

I considered the scenario in which jobs submitted to 
the Grid are independent and are not preemptive. 

A. Fitness of a Schedule

We used uni-criteria optimization case for computing 
optimal/nearly optimal schedule of a set of jobs on a set 
of heterogeneous resources. The fundamental criterion is 
that of minimizing the makespan. 

B. Makespan

The time when latest job finishes. It is calculated as 
follows:

In eq.(1) Fj  denotes time when job j finalizes, 
Schedules denotes  the set of all possible schedules and N 
denotes the set of all jobs to be scheduled. The goal of 
scheduler is to maximize resource utilization and 
minimize makespan. Completion time of machine i is 
denoted by completion[r] and it is expressed as a total 
time needed for the resource r to finalizing its previously 
assigned jobs and jobs which are actually scheduled to 
this resource. We can compute ETC and completion time 
completion[r] for resource r as follows: 

!

       Where, 
ETC[r][j]=expected time to compute job j on  
resource r.  
Wj=workload of job j 
CCr=computing capacity of resource r. 
completion[r]=completion time for resource r. 
readyr=time when resource r finishes previously 
assigned jobs to it. 

The makespan of eq.(1) can be redefined as the 
maximal completion time and can  be calculated as 
follows:

A criteria makespan can be integrated in several ways 
to establish the desired priority among them. In the multi-
objective optimization two fundamental models are the 
hierarchical and the simultaneous approach. In 
hierarchical approach, the optimization criteria are sorted 
by their importance. The process starts by optimizing 
most important criterion. When further improvements are 
not possible, the second criterion is optimized while 
keeping optimized value of first important criterion 
unchanged. In grid scheduling, makespan may be 
considered as most important criterion. We used 
simultaneous approach to compute objective function or 
fitness function.

      Fitness = 1 / makespan … … … … … … … … (5) 

V. OVERALL SYSTEM ARCHITECTURE

We implemented GA based grid scheduler that 
maximizes resource utilization by minimizing makespan. 
It also determines schedules based on the current resource 
information (dynamic and static information). And hence 
can easily react to dynamism involved in grid 
environment. Overall system architecture shown in fig.1.

We designed our system in 3 major modules.  

A. Monitoring & Discovery Service (MDS) Module 

This module is used to discover the new grid resources 
and to monitor already discovered resources. When MDS 
process starts first time it reads /var/grid resources file to 
get list of the resources available initially. It also creates a 
thread to periodically poll already discovered grid 
resources to get current information about each of these 
grid resources. The information includes static 
information about  resources such as processor 
family/architecture, number of  CPUs/resource, CPU 
frequency, total RAM, total swap area etc., and dynamic 
information such as resource computing status busy/free, 
resource up/down status, free RAM, load, number of free 
CPUs etc. It also periodically receives resource 
information from grid resources. This information is sent 
to manager process as well as GA based grid scheduler as 
and when needed. GA scheduler uses current resource 
information to compute optimal/nearly optimal solution 
to assign jobs to resources. It also receives update 
information from manager process and updates its data 
structures accordingly.  
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Figure 1. Proposed system design 
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B. Manager Module 

This module is the central part of our implementation. 
It receives commands from users. It implements 
following functions.

• Command processing & Scheduler invocation 

• Job queue management 

• Job management 

• Job monitoring 
The Manager receives command requests (such as 

submit a job, query jobs, delete a job) from users as 
shown in figure 1. When a user submits a job using gsub 
command, it sends job submission request to manager. 
When manager receives a job submission request, unique 
job id is generated for a job and its description is 
appended to job queue. If a command request is to query 
jobs(gstat), it simply loop through job queue and send 
information such as job id, job status, job name, job 
executable, assigned resource if it is already scheduled 
etc. If command is to delete a job (gdel) and job is 
scheduled then job management components forward 
request to gatekeeper of the assigned host to clean the 
job. Once the job is deleted on the resource, it will be 
removed from the job queue otherwise an error is 
reported. This component periodically checks if there are 
unscheduled jobs in the job queue. If there are some jobs, 
it connects to GA Grid scheduler, send information about 
jobs to GA grid scheduler and wait for optimal/nearly 
optimal mapping of jobs to suitable resources from the 
scheduler. Once it receives, a optimal/nearly optimal 
schedule from scheduler, for each (job, resource) pair in 
the schedule, it submits to local resource manager for 
execution purpose.

C. Scheduler Module:

This module uses Genetic Algorithm to find 
optimal/nearly optimal solution by minimizing 
makespan. It receives information about list of jobs from 
manager and information about available resources from 
MDS server. It then creates initial population of k 
schedules using Minimum Completion Time heuristics. It 
then evaluates the current population by computing 
fitness function for each of k. It then creates a new 
population by repeating selection, crossover, and 
mutation and assignment steps until the size of new 
population becomes k. It then evaluates the new 
population and carries forward best schedules of the 
current population as well as the new population in the 
next generation in order to get optimal/nearly optimal 
solution quickly. The algorithm evolves generation by 
generation until termination criteria met. The Scheduler 
then return best schedules in current population. This 
schedule will then be sent to manager. Manager submits 
this job description to the assigned resource. 

VI. SYSTEM DESIGN

This section presents actual design of our system 
which is Job scheduler using Genetic Algorithm in grid 
computing. Dynamic task scheduling using Genetic 
Algorithm in a computational grid, resources are shared 

by many users, who submit their applications 
concurrently. We implemented Genetic Algorithm based 
Grid scheduling using following steps. 

A. Schedule encoding

We used direct representation to encode each possible 
schedule in a chromosome. We used array chromosome 
of n(number of jobs) integer to represent a chromosome(a 
schedule) as shown in Figure 2. Chromosome[j] 
represents the resource number where job j is scheduled. 

Job No: 

1 2 3 4 5 6 7 

Resource
No:

4 2 7 6 3 5 1

Figure 2. Encoding of a schedule (a chromosome) 

B. Generation of Initial population

In GA, initial population is usually generated 
randomly. But to guide the searching process and to get 
optimal/nearly optimal solution in fewer generations, 
several problem specific heuristics may be used such as 
Min-Min, Minimum Completion Time (MCT) etc. We 
used MCT heuristics to guide a searching process for 
finding optimal/nearly optimal schedule quickly in fewer 
generations. In the MCT heuristic, each job is assigned to 
the resource where job completes in minimum time. Jobs 
are considered for allocation at random.

C. Compute Fitness function

The scheduler aims to maximize resource utilization 
by minimizing makespan. Good chromosomes have 
higher fitness values. The fitness of each chromosome 
(schedule) is computed using equation (5).

Selection operator: Selection operator is used to select 
parents to which crossover operator is applied to produce 
new offspring. In general, selection is directly 
proportional to the fitness of chromosomes. Several 
selection methods exist to select chromosomes for 
crossover such as linear ranking, roulette wheel selection 
etc. We used roulette wheel selection technique to select 
good schedules to produce new offspring. In roulette 
wheel selection method, the probability that a 
chromosome selected is directly proportional to its fitness 
value. Higher the fitness, higher chances the chromosome 
will be selected. In this method, each schedule or 
chromosome gets portion on the roulette wheel according 
to its fitness value. Chromosomes with higher fitness 
value get larger slice on roulette wheel. Selection is done 
by spinning a roulette wheel. Since fittest schedule has 
larger portion on the roulette wheel, they will have higher 
chance of being selected. Circumference of roulette 
wheel represents the total fitness of all chromosomes.  
Pseudo code for roulette wheel selection method is 
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7 3 1 4 6 2 5

7 3 1 5 6 2 5

Move

mutation

Schedule

(before mutation)

Schedule

(after mutation)

shown in Figure 3. The roulette wheel selection of among 
4 chromosomes is shown in Figure 4. Chromosome 3 has 
higher chance of getting selected as shown in Figure 4.
RouletteWheelSelection()

{

total_fitness=0.0;     running_sum=0.0; 

for each chromosome k in a current population 

     total_fitness=fitness(k);  

r=select random number r in the range [0,total_fitness-1]. 
for each chromosome k in a current population 

 running_sum=running_sum+fitness(k); 

    if(running_sum >= r) 

          return(k); 

}

Figure 3. Pseudo code Roulette Wheel Selection 

Figure 4. Roulette wheel selection among 4 chromosomes 

D. Crossover operator

With crossover operator, two selected parent 
chromosomes can interchange their genes and produce 
new offspring (children). The aim is to obtain better 
quality solution and explore a new region of solution 
space that has not been yet explored. One may use 
several different types of crossover such as one-point 
crossover, two-point crossover, uniform crossover etc. 
We used one-point crossover operator to produce 
offspring schedules. In this method, first, random 
crossover point between 1 and n(number of jobs) is 
selected, and then first parts of two parents are 
interchanged to produce two offspring(schedules). Same 
way, exchanging second parts of two parents to produce 
two new offspring (schedules) which are same as those 
produced by exchanging first parts. One point crossover 
is explained in Figure 5.

Figure 5. One-point crossover operation to produce 4 offspring 
schedules

E. Mutation operator

Mutation randomly changes gene(s) to different 
values. It is used to provide diversification by changing 
some gene(s) randomly and thereby prevent GA search 
process getting stuck in to local optima. There are several 
types of mutation such as move, swap etc., applied to a 
schedule. We used move mutation which randomly 
selects a job in a schedule (a chromosome) and assign it 
to another machine as shown in Figure 6. 

Fig 6: Mutation operation 

F. Replacement operator

Replacement operator determines which of the 
chromosomes (schedules) survives in the next generation. 
Two kinds of replacement usually used to carry forwards 
chromosomes to next generation (a) Generational 
replacement (b) Partial replacement. In a generational 
replacement, the current population is entirely replaced 
by new population while in partial replacement worst 
chromosomes in a current population are replaced by 
good chromosomes of new population. We used partial 
replacement strategy in which k best chromosomes from 
combined current and new population are carried forward 
to the next generation. First, fitness function is computed 
for each offspring. Let CP(t) be the current population in 
generation t and NP(t) be new population in generation t, 
then current population of next generation t+1 will be 

CP (t+1)=k best schedules from (CP(t) U NP(t)) 

!!"
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G.. Termination Criteria:

Termination criteria could be: 
(i)  Maximum number of generations or iterations:  

the genetic search process is terminated after 
fixed number of generation. 

(ii)  Number of iterations without improvement: the 
optimization process is terminated after some 
fixed number of iterations without any 
improvement.

We used (i) termination criterion for our genetic 
algorithm based grid scheduler in which search process 
terminates after 300 generations. 

If termination criterion is not satisfied goto step 3 and 
repeat the process. 

In general, this genetic search process can be summarized 
as follows: 

GAGridScheduling() { 

1. ENCODING: Represent a schedule(a chromosome) 
using array of n(numof jobs) integer chromosome 
such that chromosome[i] represents the resource on 
which job is scheduled 

2. INITIALIZATION: Generate a initial population 
CP(t=0) of k schedules using MCT(Minimum 
Completion Time) heuristic. 

3. FITNESS: Evaluate schedule in CP(t) using eq. (5) 

4. TERMINATION CRITERIA: Check if termination 
criteria satisfied, if ‘yes’ return the best solution from 
current population CP(t). 

5. NEW POPULATION: Repeat following steps until 
size of new population NP(t) becomes k. 

(a)  Selection: Select two parents schedules p1 & p2 
from CP(t) using roulette wheel method. 

(b)Crossover: With crossover probability pc perform 
one-point crossover to produce two new offspring 
schedules o1 & o2. 

(c)  Mutation: With very low mutation probability pm, 

change the assignment of randomly chosen job to 
new grid resources in each offspring o1 and o2. 

(d)Assignment: Place o1 & o2 in NP(t)  

NP(t)=NP(t) U{ o1,o2} 

6. FITNESS: Evaluate schedule in NP(t) using eq.(5). 

7. REPLACEMENT:  

(a) Select k best schedules from CP(t) and NP(t)  to 
carry forward in the next generation. CP(t+1)=k 
best schedules from (CP(t) U NP(t)) 

(b) Increment generation count 

   t=t+1    

          Goto Step 4  

}

Table I.  List of grid resources with corresponding computing capacity 

VII. RESULTS & ANALYSIS

For the experimental purpose consider following 
problem instance consisting of 10 grid resources and 20 
jobs. List of grid resources with existing workload is 
shown in the Table I. 

Table II.  List of jobs with corresponding workload 

Job No Workload 

1 126 

2 233 

3 759 

4 858 

5 829 

6 255 

7 789 

8 898 

9 547 

10 110 

11 595 

12 394 

13 582 

14 394 

15 908 

16 310 

17 568 

18 530 

19 125 

20 804 

Resource No. 

Computing

Capacity

(MIPS)

Existing workload 

(pending processing in 

ms)

1 3380 72.88 

2 931 43.44 

3 2969 69.92

4 3120 97.47

5 3728 47.61

6 1815 32.22 

7 3170 22.67

8 2084 46.86

9 2014 26.48

10 3318 46.09 
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To find out optimal/nearly optimal solution for this 
problem instance, we tuned our genetic algorithm based 
scheduler with following parameters. 

Number of Generations=300 
Size of population=256 
Crossover probability (Pc)=0.90
Mutation probability (Pm)=0.0001

We got makespan=26.0183 in generation number 189 
and then it retains this value until last generation. So if 
we reduce number of generations to less then 189, we got 
makespan=26.6066. The graph of generation numbers vs 
makespan for this problem is shown in fig. 7 where Y-
axis represents makespan values and X-axis represents 
generation number. 

Figure 7. Makespan vs. generation numbers 

CONCLUSION

We presented an extensive study on the usefulness of 
Genetic Algorithms (GAs) for designing efficient Grid 
schedulers when makespan parameter is minimized under 
hierarchic and simultaneous approaches. The 
experimental study reveals the quality of the proposed 
GA-based schedulers as compared well to the existing 
GA-schedulers in the literature. Our GA-based schedulers 
can be used to design dynamic schedulers. A dynamic 
scheduler would run our GA in batch mode to schedule 
jobs arrived in the system since last activation of the 
scheduler. 

As part of our future work we plan to extend focus on 
workflow based scheduling. Workflow management 
system allows the user to specify their requirements 
along with the descriptions of tasks and their 
dependencies using the workflow specification. Many 
Grid applications such as bioinformatics and astronomy 
require workflow processing in which tasks are executed 
based on their control or data dependencies. It will be 
integrated with various grid middleware such as 
UNICORE, LIGEON etc. Study of implementing same 
scheduler with different heuristics such as min-min, max-
min, MET etc. Extending scheduler for multi match 
making between user’s requirement and resource 
characteristics.
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Abstract – Cloud Computing is the hottest technology in the 

market these days, used to make storage of huge amounts of 

data and information easier for organizations. Maintaining 

servers to store all the information is quite expensive for 

individual and organizations. Cloud computing allows to 

store and maintain data on remote servers that are managed 

by Cloud Service Providers (CSP) .The concept of building 

or consuming services and applications that are hosted off-

premises is becoming more attractive both to independent 

software vendors (ISVs) and to enterprises as a way to 

reduce costs, maximize efficiency, and extend capabilities. 

This paper describes the nature and use of cloud-hosted 

services and applications. It describes the benefits and the 

typical design issues, and the constraints and technology 

considerations often encountered when building and 

consuming these kinds of applications.

I.  INTRODUCTION   

From initial concept building to current actual 

deployment, cloud computing is growing more and more 

mature. Nowadays many organizations, especially Small 

and Medium Business (SMB) enterprises, are increasingly 

realizing the benefits by putting their applications and 

data into the cloud. The adoption of cloud computing may 

lead to gains in efficiency and effectiveness in developing 

and deployment and save the cost in purchasing and 

maintaining the infrastructure  

Regarding definition of cloud computing model, the 

most widely used one is made by NIST as “Cloud 

computing is a model for enabling convenient, on-demand 

network access to a shared pool of configurable 

computing resources (e.g., networks, servers, storage, 

applications, and services) that can be rapidly provisioned 

and released with minimal management effort or service 

provider interaction. This cloud model promotes 

availability and is composed of five essential 

characteristics, three service models, and four deployment 

models.”[1] The cloud computing model NIST defined 

has three service models and four deployment models. 

The three service models, also called SPI model, are: 

Cloud Software as a Service (SaaS), Cloud Platform as a 

Service (PaaS) and Cloud Infrastructure as a Service 

(IaaS). The four deployment models are: Private cloud, 

Community cloud, Public cloud and Hybrid cloud. 

Cloud computing represents the converging evolution 

of computing infrastructure and application models for 

building and consuming scalable distributed solutions. As 

techniques for building these kinds of applications have 

advanced, so too have the capabilities of the infrastructure 

on which they run. This synergistic evolution allows the 

infrastructure to be provisioned and maintained largely 

independently of the applications that it hosts. This in turn 

allows applications to take advantage of supporting 

infrastructure services and capabilities while they focus 

on their specific business functionality. 

Many organizations have been able to realize the joint 

benefits of scalable application models and supporting 

infrastructure internally on-premises in their own data 

centres. However, it is the ability to leverage an off-

premises out sourced application hosting infrastructure 

that is behind much of the excitement around cloud 

computing. The infrastructure provider focuses on 

hardware, networking, power, cooling, and the operating 

environment that supports application manageability, 

reliability, and scalability; leaving the organization free to 

focus on their application's business functionality. This 

provides many benefits in terms of reduced capital outlay 

and operating costs; and increased capacity, scalability 

and availability. 

To leverage these benefits, cloud-hosted applications 

typically must be architected to follow a specific 

application model. This allows the cloud-hosting provider 

to generalize and optimize their operating environment 

support for application manageability, reliability, or 

scalability.  

Different cloud-hosting providers have different 

application model requirements. Some adopt a virtual 

machine approach, where the application is developed 

and packaged along with its operating system image and 

the dependent runtime frameworks. Others utilize an 

application model that provides higher level abstractions 

for data access and storage , and for computation and 

communication. Still others provide higher level 

application models based on highly configurable 

applications that focus on specific vertical application 

functionality, such as Enterprise Resource Planning (ERP) 

or Customer Relationship Management (CRM). Each of 

these approaches provides distinct advantages and 

disadvantages. 

Furthermore, some off-premises hosted applications 

are self-contained and designed for users who interact 

with the application through a dedicated UI. Some of 

these applications are service-enabled, and provide both a 

UI and expose their functionality through an API (often 

exposed through standards such as REST or SOAP) so 

that they can be integrated into other applications, which 

themselves can be hosted either on-premises or off-

premises. Some off-premises hosted services are 

specifically designed to provide functionality for 

integration into other applications, and provide no UI at 

all. 
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The paper is organized as follows. Section II discusses 

the services provided by cloud environment. Section III 

explains the benefits of the Cloud applications. Section IV 

exploits the design issues for both the ISVs and 

Enterprise customers in developing Cloud-hosted 

applications. Section V summarizes the relevant patterns 

for design issues discussed in Section IV.  

II. CLOUD SERVICES 

Cloud-based services generally fall into categories such 

as storage/compute, business services, and 

retail/wholesale services. Some common examples of 

these remote services are: 

· Business services such as stocks and shares 

information, invoicing and payment systems, 

data interchange facilities, merchant services, 

and business information portals. 

· Retail/wholesale services such as catalogues, 

stock query and ordering systems, weather and 

traffic information, mapping services, and 

shopping portals. 

· Storage/compute services such as data storage 

and processing, data backup, source control 

systems, and technical or scientific processing 

services. 

These remote services can be consumed by software 

that runs on-premises, in an organization's data center or 

on a user's machine, which may be a desktop computer or 

any other Internet-enabled device. This typically involves 

a mix of technologies and techniques that are referred to 

as Software plus Services (S+S) [2]. S+S refers to an 

approach to application development that combines 

hosted services with locally executed software. The 

combination of the remote services and the software 

running locally, with rich seamlessly integrated interfaces 

and user experience, can provide a more comprehensive 

and efficient solution than traditional on-premises silo 

applications. S+S is an evolution of several other 

technologies including Service Oriented Architecture 

(SOA), Software as a Service (SaaS), Platform as a 

Service (PaaS), and Web 2.0 community-oriented 

architectural approaches.  

A.Cloud-hosted Services

· Building block service: A service designed to be 

consumed by or integrated with other 

applications or services. An example is a storage 

service or a hosted Security Token Service (STS) 

such as the Access Control Service in the Azure 

Services Platform. 

· Cloud-hosting environment: An environment that 

provides a core runtime for hosting applications; 

and, optionally, building block services, business 

services, social network services, and hosting 

services such as metering, billing, and 

management. 

· Home-built application: An application that you 

create in-house, usually specifically targeted at 

some task, scenario, or process you require; it 

will often address a need that cannot be sourced 

from a third party. 

· Hosted application: An application (packaged or 

home-built) hosted as a service. It may be hosted 

internally on your own system, or hosted 

externally by a partner or hoster. 

· Packaged application: An application created by 

a third party or vendor that may provide only 

limited customization capabilities based on 

configuration or plug-ins.  

· Platform as a Service (PaaS): A core hosting 

operating system, and optional plug-in building 

block services, that allow you to run your own 

applications or third-party applications obtained 

from vendors, in a remote cloud hosting 

environment.  

· Software as a Service (SaaS): Applications that 

perform comprehensive business tasks, or 

accomplish business services, and allow you to 

consume them as services with no internal 

application requirements other than composition 

and UI. 

III. BENEFITS OF CLOUD APPLICATIONS 

Cloud-hosted applications and services may be very 

beneficial to ISVs, and to service delivery or hosting 

companies that build, host and deliver services. They also 

offer benefits to large enterprises that generally consume 

hosted and cloud-based solutions. 

A. Benefits for ISVs and Service Hosts

The key advantages for ISVs and service hosting 

companies building and offering cloud-based solutions 

are the following:  

· Architectural Flexibility: Vendors can offer their 

customers a range of deployment options, 

including hosting for the services they require, 

and allow users to choose from a range of 

prebuilt features or choose which features of the 

application they will implement themselves. This 

can reduce the architectural liabilities for end 

users who are developing services 

· Rich User Experience: ISVs and service 

providers can offer richer experiences to their 

customers by leveraging existing specialized 

services (such as Virtual Earth). Hosters can 

combine their offerings with other cloud services 

obtained elsewhere to offer additional value 

propositions, and make it easier for end users to 

integrate services.  

· Ubiquitous Access: Services in the cloud persist 

user data and state, and resynchronize when the 

user reconnects from any location. This supports 

both offline and occasionally connected 

scenarios, which is especially useful for mobile 

devices where a constant connection or 

bandwidth cannot be guaranteed.  

ISVs and service hosts may also consider entering the 

market for commercial reasons to take advantage of 
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monetization opportunities. The following are some 

examples: 

· Vendors may wish to take advantage of an 

untapped market opportunity by offering a 

product that is not currently or easily available 

elsewhere, or use the cloud to offer lower end 

versions of their products to protect a high end 

franchise.  

· Startup companies may use the cloud-hosted 

approach to minimize initial capital expenditure, 

and to take advantage of properties of the cloud 

such as elasticity (the capability to grow as 

required without high initial cost commitment).  

· Vendors and users can create applications that 

generate income more quickly by taking 

advantage of ancillary services that are already 

available. For example, they can take advantage 

of payment and accounting systems in the cloud. 

Users can even build virtual stores without 

requiring large investments in IT equipment and 

networking capabilities. 

B. Benefits for Enterprise Service Consumers

The key advantages for enterprises that consume cloud-

based solutions are the following: 

· Architectural Flexibility: In-house developers 

can create complete solutions that compose 

services in the cloud with local application code 

and their own services. IT departments can 

choose which features of the application they 

will implement themselves, and buy in other 

services that they require.  

· Cost and Time Savings:  IT departments can 

select the best cloud-based service for each task, 

and combine them to expose fully functional 

applications with shorter development times, and 

at a reduced cost. In addition, the reduction in 

the requirements for in-house IT infrastructure 

simplifies management, security, and 

maintenance costs. 

· Economies of Scale: Companies can leverage 

economies of scale for industry average 

capabilities, and focus on their core activities. 

The economies of scale available from hosted 

applications arise from a range of factors, 

including reduced in-house infrastructure costs 

to better utilization of hardware that offers 

opportunities for reduced running costs. 

However, the gains in economies of scale must 

be balanced with the loss of control inherent with 

moving from on-premises to fully hosted 

applications. 

· Offline Capability: The cloud can act as hub for 

roaming users. User data and state can be stored 

in the cloud and resynchronized when the user 

reconnects. Users can move between desktop 

and mobile clients seamlessly with fewer 

network configurations.  

IV. DESIGN ISSUES 

Several common issues are of concern to both ISVs 

and enterprise customers [3]. While they cover a range of 

different aspects of hosted and cloud-based scenarios, 

these issues can be categorized into specific areas.  

· Data Isolation and Sharing  

· Data Security  

· Data Storage and Extensibility  

· Multi-tenancy  

· Performance  

· Service Composition  

· Service Integration  

a) Data Isolation and Sharing

Hosters can implement isolation and sharing for 

databases and for database schemas. There are three basic 

models:  

· Separate Databases: Each tenant has a separate 

database containing their own data schemas. 

This has the advantage of being easy to 

implement, but the number of tenants per 

database server might be relatively low, with 

subsequent loss of efficiency, and the 

infrastructure cost of providing services can rise 

rapidly. It is most useful when tenants have 

specific data isolation or security requirements 

for which you can charge a supplement. 

· Shared Databases, Separate Schemas: All tenants 

use the same database, but have separate sets of 

predefined fields available. This approach is also 

easy to implement, maximizes the number of 

tenants per database server, and improves 

database efficiency. However, it usually results 

in sparsely populated tables in the database. It is 

most useful when storing data for different 

tenants in the same tables (commingling) is 

acceptable in terms of security and isolation, and 

when you can anticipate the predefined custom 

fields that will be required. 

· Shared Databases, Shared Schema: All tenants 

use the same database and special techniques are 

used to store data extensions. This approach has 

the advantage that the number of custom fields 

you can offer is practically unlimited. However, 

indexing, searching, querying, and updating 

processes are more complex. It is most useful 

when storing data for different tenants in the 

same tables (commingling) is acceptable in terms 

of security and isolation but it is difficult to 

predict the range of predefined custom fields that 

will be required. 

b) Data Security

Cloud-hosted applications must implement strong 

security, using multiple defense levels that complement 

one another to provide data protection in different ways, 

under different circumstances, and against both internal 

and external threats [7]. When planning a security 

strategy, consider the following guidelines: 
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· Filtering: Use an intermediate layer between a 

tenant and a data source that acts as a sieve so 

that it appears to the tenant that theirs is the only 

data in the database. This is especially important 

if you use a shared database instance for all of 

your tenants. 

· Permissions:  Use access control lists (ACLs) to 

determine who can access data in the 

application, and what they can do with it.  

· Encryption: Obscure every tenant's critical data 

so that it will remain unreadable to unauthorized 

parties, even if they manage to access it.  

c) Data Security Patterns

Depending on the multi-tenant model adpoted, 

consider the following security patterns: 

· Trusted Database Connections (applies to all 

three multi-tenant models): The application 

always connects to the database using its own 

application process identity, independent of the 

identity of the user, and the server grants the 

application access to the database objects that it 

can read or manipulate. Additional security must 

be implemented within the application itself to 

prevent individual end users from accessing any 

database objects that should not be exposed to 

them. Each tenant (organization) that uses the 

application has multiple sets of credentials 

associated with their tenant account, and must 

grant their end users access to the application 

using these credentials. These end users access 

the application using their individual credentials 

associated with the tenant account, but the 

application accesses the database using the 

single set of credentials associated with that 

application. This means that a single database 

access account is required for each application 

(one for each tenant). Alternatively, you can use 

an STS to obtain encrypted login credentials for 

the tenant irrespective of the individual user, and 

use security code in the application to control 

which data individual users can access. 

· Secure Database Tables (applies to the Separate 

Database model and the Shared Database, 

Separate Schema model): Grant a tenant user 

account access to a table or other database 

object. In the Separate Database model, restrict 

access on a database-wide level to the tenant 

associated with that database. In the Shared 

Database, Separate Schema model, restrict 

access on a per table basis to the tenant 

associated with specific tables. 

· Tenant Data Encryption (applies to all three 

multi-tenant models): Secure the data using 

symmetric encryption to protect it, and secure 

the tenant's private key using asymmetric 

(public/private key pair) encryption. Use 

impersonation to access the database using the 

tenant's security context, and use the tenant's 

private key to decrypt the data in the database so 

that it can be used. The disadvantage is that you 

cannot index encrypted columns, which means 

that there is a tradeoff between data security and 

performance. Try to avoid using index fields that 

contain sensitive data.  

· Tenant Data Filter (applies to the Shared 

Database\Shared Schema model): Use SQL 

views to select subsets of data from tables based 

on the tenant or user ID, or the tenant account's 

security identifier. Grant tenants access to only 

their views, and not to the underlying tables. 

This prevents users from seeing or accessing any 

rows belonging to other tenants or users in the 

shared tables. 

d) Data Storage and Extensibility

Hosted data may be stored in variety of ways. Two 

different approaches are emerging for implementing data 

storage in hosted applications: hosted relational database 

management systems (RDBMS) and non-relational cloud-

based storage. Relational database systems provide 

storage for structured data, and are more suited to 

transactional systems or applications that are I/O 

intensive; they also typically provide lower latency and 

advanced query capabilities. In contrast, cloud storage 

refers to any type of data storage that resides in the cloud; 

including services that provide database-like functionality, 

unstructured data services (for example, file storage for 

digital media), data synchronization services, and 

network-attached storage (NAS) services. Data services 

are often consumed in a pay as you go model, or in this 

case a pay per GB model (including both stored and 

transferred data). 

Cloud storage offers a number of benefits, such as the 

ability to store and retrieve large amounts of data in any 

location at any time. Data storage services are fast, 

inexpensive, and almost infinitely scalable; however, 

reliability can be an issue as even the best services do 

sometimes fail [6]. Applications that are sensitive to high 

latency might also be affected as each interaction with the 

storage service requires network transversal. Finally, 

transaction support can be an issue with cloud-based 

storage systems. These systems generally focus heavily on 

partitioning and availability, and consistency cannot 

always be guaranteed. 

e) Multi-tenancy

The idea of multi-tenancy, or many tenants sharing 

resources, is fundamental to cloud computing. Service 

providers are able to build network infrastructures and 

data architectures that are computationally very efficient, 

highly scalable, and easily incremented to serve the many 

customers that share them. Multi-tenancy spans the layers 

at which services are provided [9]. In IaaS, tenants share 

infrastructure resources like hardware, computer servers, 

and data storage devices. With SaaS, tenants are sourcing 

the same application (e.g., Salesforce.com), which means 

that data of multiple tenants is likely stored in the same 

database and may even share the same tables. When it 
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comes to security, the risks with multi-tenancy must be 

addressed at all layers. 

Individual tenants share the use of the hoster's 

hardware and infrastructure, as well as sharing databases 

and database systems. Service suppliers must provide a 

platform with appropriate capacity and performance for 

hosted services. They must also consider how to keep the 

cost structure under control, and how they will provide 

customization through configuration. There are four 

common stages in moving towards an efficient multi-

tenancy architecture with user-enabled configuration. The 

following sections describe these stages.  

· Custom: Each customer runs a separate copy of 

the software assigned only to that customer, and 

the only way to support multiple customers is to 

serve them with different copies of the software. 

Furthermore, because little is done to allow 

customization through configuration, each copy 

includes specific customer customizations in the 

form of custom extension code, custom 

processes, and/or custom data extensions. 

Although the software is, technically, delivered 

as a service (it does not run on the customer's 

premises), economy of scale cannot be achieved 

because each customer runs a different instance 

of the software. Although this could be a useful 

starting point to validate the business model, it 

must be avoided once the volume of customers 

increases. It is impractical to manage thousands 

of customers using this model. 

· Configurable: The software can be tailored for 

each tenant through configuration and by 

avoiding the use of custom code. All the tenants 

run the same code; however, the architecture is 

still not multi-tenant and each customer runs 

their own copy of the code, even though the 

copies are identical. The separation can be either 

virtual (virtual machines on a same server) or 

physical (running on separate machines). 

Although this model is a considerable 

improvement over the custom model described 

above, the architecture still allows customization 

through configuration, and the computing power 

is not shared among the instances. Therefore, the 

provider cannot achieve economy of scale.  

· Multi-tenant: The UI can be customizable per 

tenant, as can the business rules and the data 

model. The customization per tenant is entirely 

through configuration using a self service tool, 

which removes the requirement for the service 

provider to perform configuration. This level is 

almost the SaaS perfect case; the exception is 

any capacity to scale out. At this level, data 

partitioning means that growth can only be 

achieved by scaling up. 

· Scalable: The architecture supports multi-

tenancy and configuration, plus the capability to 

scale out the application. New instances of the 

software can be transparently added to the 

instance pool to dynamically support the 

increasing load. Appropriate data partitioning, 

stateless component design, and shared metadata 

access are part of the design. At this level, a 

Tenant Load Balancer (implemented using a 

round robin or a rule based mechanism) is 

introduced, maximizing the utilization of hosting 

resources such as CPU and storage. 

This means that the total load is distributed across the 

entire available infrastructure. The data is also 

reorganized periodically in order to average the data load 

per instance. The architecture is scalable, multi-tenant, 

and customizable through configuration. 

f) Performance

Cloud-hosted applications must be scalable to support 

increasing numbers of services, and increasing load for 

each service and tenant [11]. When designing services, 

consider the following guidelines for scaling applications:  

· Design services and components to be stateless 

where possible. This minimizes memory usage 

for the service, and improves the opportunity to 

scale out and load balance servers. 

· Use asynchronous input and output calls, which 

allow the applications to do useful work while 

waiting for I/O to complete. 

· Investigate the capabilities of the hosting 

platform that can improve performance. For 

example, in Microsoft Azure, use queues to 

manage requests and worker processes to carry 

out background processing. 

· Use resource pooling for threads, network, and 

database connections. 

· Maximize concurrency by using locking only 

where absolutely necessary. 

When scaling data storage and applications, consider 

the following guidelines: 

· When scaling the data partition, divide 

subscriber data into smaller partitions to meet 

performance goals. Use schemes such as 

Hashing (to subdivide content) and Temporal 

(based on the time or date range in which the 

data is valid). 

· Consider implementing dynamic repartitioning 

to repartition the data automatically when the 

database size reaches a specific maximum size. 

When scaling data storage and applications investigate 

standard patterns, and the specific techniques and 

implementations provided by the hosting platform—some 

examples are data partitioning, load balancing, failover, 

and geographical distribution. 

g) Service Composition

Users in enterprise-level organizations require access 

to many different document repositories, types of data, 

sources of information, and applications that perform 

specific functions. Traditionally, users interacted directly 

with each store or application, often using specific 

isolated applications. However, over time, enterprises 

have attempted to consolidate systems; often using 
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intranet Web portals or façade-style applications that 

connect to the appropriate downstream applications. 

With the advent of services and SOA applications, IT 

departments can expose applications and data as services, 

either hosted in-house or bought in as SaaS. The service 

portfolios can still expose the combination of traditional 

local applications, internally hosted services, and remote 

services through portals, which hide the user from the 

implementations and allow IT departments to adapt the 

ranges of services quickly and easily. However, S+S and 

SaaS designs and technologies allow IT departments and 

enterprise customers to integrate services fully. Service 

integration can help to achieve the goal of a many to one 

model where all applications and services are available to 

the user through a composition architecture that 

effectively exposes them as a single application, as shown 

in Figure 1. A service integration mechanism combines 

the groups of applications in the portfolios and exposes 

them though a rich client that can interact with any service 

or application.  

 

Figure1. Service Integration 

h) Service Integration

Cloud-hosted solutions can help to mitigate some of 

the challenges encountered with traditional software, but 

add new and different challenges for the consumer of 

these services. Consider the following the challenges 

when moving to hosted cloud services and applications: 

· Identity Management: Enterprise procedures for 

adding, updating, and removing users must be 

extended to the remote services. If the external 

service depends on user identity, which is very 

likely for SaaS and for S+S, the provisioning and 

deprovisioning processes must be extended. In 

addition, translation of in-house user identity 

into specific roles may be required, possibly 

through a federated service, to minimize the 

migration or duplication of individual user 

identities at the remote service host. Enterprise 

user account policies such as password 

complexity and account lockouts must also be 

compatible with those of the remote service 

supplier. If no SSO facility is available, there can 

be increased liabilities, maintenance costs, and 

operational inefficiencies. 

· Data: Requirements of data operations, such as 

Extract, Transform, and Load and data 

integration, must be analyzed for compatibility 

with service capabilities. Hosted services may 

not support complex data storage patterns, which 

may affect the design of data entities and 

application architecture. In addition, data may 

need to be protected more securely to 

counterbalance the lack of physical security 

available when hosting in-house. However, 

applications can store sensitive or private data 

locally, and use the cloud services only for 

nonsensitive data.  

· Operations: In-house integration services and 

client applications may not be compatible with 

services exposed by the service supplier, even 

when using industry standard protocols. You 

must also ensure that the service provider can 

generate appropriate reporting information, and 

determine how you will integrate this with your 

own management and reporting systems. In 

terms of service levels, Service Level 

Agreements (SLAs) may require revision to 

ensure that they can still be met when depending 

on the service provider for escalated support. 

Enterprises must also be prepared to implement 

help desk facilities that act as the first contact 

point for users, and define procedures for 

escalating issues with the service provider. 

· Security: Enterprise privacy policies must be 

compatible with those of the service provider, 

and rules for actions that users can execute, such 

as limits on transaction size and other business 

rules, must be maintained—even if these are not 

part of the remote service capabilities. This may 

make the service integration infrastructure more 

complex. Procedures and policies for 

maintaining the security and integrity of data in 

the event of service or interconnectivity failure 

will also be required. Authentication, encryption, 

and the use of digital signatures will require the 

purchase of certificates from certified providers, 

and may require implementation of a Public Key 

Infrastructure (PKI). In addition, integration may 

require changes to firewall rules, and updates to 

firewall hardware and software may need to be 

required to provide filtering for application data 

and XML Schema validation. 

· Connectivity: Some types of cloud-based 

applications rely on good quality broadband 

Internet connections to function well. Examples 

are online transaction processing and real time 

services such as voice over IP (VoIP) and 

Microsoft Office Communications Server. In 

some areas and some countries, this may not be 

available. In addition, services that require large 

data transfers such as backup services and file 

delivery services will generally run more slowly 

over an Internet connection compared to a local 

or in-house implementation, which may be an 

issue. However, messaging and other similar 

services may not be as dependent on connection 
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bandwidth or severely affected by occasional 

loss of connectivity. 

· Service Level Agreements: Skills and expertise 

will be required to assess suppliers more 

comprehensively, and make choices regarding 

service acquisition and contracts. SLAs may also 

require revision to ensure that they can still be 

met when depending on the services hosted by a 

remote provider. 

· Compliance and Legal Obligations: Compliance 

with legal and corporate directives may be 

affected by the performance of the service 

supplier, or these compliance directives and legal 

obligations may conflict if the service provider is 

located in another country or region. There may 

also be costs associated with obtaining 

compliance reports from the service supplier. 

Local laws and policies may prevent some types 

of applications, such as banking applications, 

from running in hosted scenarios. 

V  RELEVANT DESIGN PATTERNS 

Key patterns are organized into categories such as Data 

Availability, Data Transfer, Data Transformation, 

Integration and Composition, Performance and 

Reliability, and User Experience as shown in the 

following table. Consider using these patterns when 

making design decisions for each category. 
 

Table I. 

Patterns to be considered while Designing Cloud-Hosted Applications 

Category Relevant patterns 

Data Availability 

Polling:  One source queries the other for changes, 

typically at regular intervals. 

Push:  A source with changed data communicates 

changes to the data sink every time data in a data 

source changes, or only at regular intervals.     

Publish/Subscribe:  A hybrid approach that combines 

aspects of both polling and pushing. When a change 

is made to a data source, it publishes a change 

notification event, to which the data sink can 

subscribe. 

Data Transfer 

Asynchronous Data Transfer: A message-based 

method where the sender and receiver exchange data 

without waiting for a response.    

Synchronous Data Transfer. An interface-based 

method where the sender and receiver exchange data 

in real time. 

Data 

Transformation 

Shared Database: All applications that you are 

integrating read data directly from the same database. 

Maintain Data Copies: Maintain copies of the 

application's database so that other applications can 

read the data (and potentially update it).         

File Transfer: Make the data available by transporting 

a file that is an extract from the application's database 

so that other applications can load the data from the 

files. 

Integration and 

Composition 

Broker: Hide the implementation details of remote 

service invocation by encapsulating them into a layer 

other than the business component itself.         

Composition: Combine multiple services, 

applications, or documents into an integrated 

interface while performing security, validation, 

transformation, and related tasks on each data source.    

 Portal Integration: Create a portal application that 

displays the information retrieved from multiple 

applications within a unified UI. The user can then 

perform the required tasks based on the information 

displayed in this portal. 

Performance and 

Reliability  

Server Clustering: Design your application 

infrastructure so that your servers appear to users and 

applications as virtual unified computing resources to 

enhance availability, scalability, or both.    

Load-Balanced Cluster. Install your service or 

application onto multiple servers that are configured 

to share the workload. The load-balanced hosts 

concurrently respond to different client requests, even 

multiple requests from the same client.    

Failover Cluster. Install your application or service on 

multiple servers that are configured to take over for 

one another when a failure occurs. Each server in the 

cluster has at least one other server in the cluster 

identified as its standby server.  
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CONCLUSION 

Cloud Computing is the cost, time and performance 

effective. Some basic issues are the key concern in the 

Cloud Computing use and in the implementation for  the 

Client as well as for Vendors.Cloud computing allows to 

store and maintain data on remote servers that are 

managed by Cloud Service Providers (CSP) .The concept 

of building or consuming services and applications that 

are hosted off-premises is becoming more attractive both 

to independent software vendors (ISVs) and to enterprises 

as a way to reduce costs, maximize efficiency, and extend 

capabilities.The current technology does not provide all 

the requirements needed by the cloud computing. There 

are many challenges to be addressed by the researchers 

for making cloud computing work well in reality. Some of 

the challenges like security issues and Data issues are 

very much required for the customers to use the services 

provided by the cloud. Similarly challenges like Security, 

performance issues and other issues like service 

comspostion etc are important for the service providers to 

improve the services. In this paper we have identified the 

challenges in terms of security issues, data challenges, 

performance challenges and other design challenges. We 

have provided an insight into the possible solutions to 

these problems even though lot of work is needed to be 

done in this regard 
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Abstract— Software design patterns are best practice solutions 

to common software design problems. When they are properly 

applied, software design patterns can greatly improve the 

quality of software architectures. Leveraging the benefits of 

design patterns is particularly important in the space Flight 

Software (FSW) domain because better designs are needed to 

help reduce the number of flight software related anomalies 

and thus improve the quality of FSW architectures. This paper 

provides a solution to build templates for common features of 

Flight Software architecture using design patterns. This is 

illustrated by using Student Nitric Oxide Explorer (SNOE) 

spacecraft, which is a real world case study from National 

Aeronautics and Space Administration (NASA). The 

executable design pattern templates help an engineer when 

building software architectures. This paper also provides a 

foundation to perform validation for functional correctness 

during the design phase. 

Key Words: Software Architectural Design Patterns, UML, 

Space Flight Software, IBM Rational Rhapsody. 

I. INTRODUCTION

Software design patterns are best practice solutions to 
common software problems. Design patterns are normally 
captured to be domain and platform independent. There are 
several benefits of capturing design patterns in this manner. 
First, it makes them applicable across multiple domains and 
platforms. Second, it makes design patterns applicable at 
different levels of abstraction. Furthermore, in the majority 
of cases, multiple design patterns can be applied in a single 
application.

To achieve this goal, this paper provides a set of design 
patterns that are applicable to a small satellite Student Nitric 
Oxide Explorer (SNOE). This paper also describes a 
validation approach that is used to validate the functionality 
of software architectures.

This paper is applied and validated using the space Flight 
Software (FSW) domain. FSW is an ideal domain to apply 
this dissertation for multiple reasons. First, the amount of 
requirements and responsibilities placed on FSW is growing. 
FSW has evolved from performing simple operations to 
controlling a majority of the spacecraft payloads. This paper 
is a way to architect FSW using design patterns. Using 
design patterns makes certain that best practices are 
incorporated into FSW designs. 

Secondly, the industry trend indicates that the number of 
software related anomalies is growing. It is reported that “in 
the period from 1998 to 2000, nearly half of all observed 
spacecraft anomalies were related to software” [1]. These 
software anomalies can cause mission disruption or even 
mission loss. In the aerospace industry these losses cannot be 
tolerated because of the high cost and length of time that is 
required to build a spacecraft. Additionally, many 
spacecrafts support very critical missions that can be 
severely impacted from a small disruption of service. This 
paper helps to alleviate the number of software related 
anomalies by providing design time validation. Therefore,  
design flaws that lead to software anomalies can be 
identified and remedied early. 

This paper is organized as follows. First it describes about 
IBM Rational Rhapsody. Next, about UML 2.0 and how it 
was used in the paper, then about SNOE and the process for 
customizing general design patterns for SNOE using IBM 
Rational Rhapsody is described in detail. Finally, this paper 
includes a discussion on conclusions and areas of future 
work.

II. IBM RATIONAL RHAPSODY

This project uses IBM Rational Rhapsody to build and 
execute the state machines [2]. Therefore the actions 
performed are captured using IBM Rational Rhapsody’s 
action language and event handling infrastructure. IBM 
Rational Rhapsody uses custom action language, which is a 
subset of the Java language, to capture actions and to 
execute the model. Thus, this action language is used to 
implement the objects actions. The action language is similar 
to Java, except there are a few additional reserved words and 
functions. For example, GEN is a reserved word used to 
generate asynchronous messages as events. The messages 
must be specified on the consumer’s provided interface in 
order to be invoked.

Ex: PClass1.gen(new msg()); 
Where PClass1 is the provided interface which also 

specifies the port through which the message is sent and 
msg() is event that is generated. When an event is generated, 
IBM Rational Rhapsody event handling infrastructure 
handles the routing of events from the producer to the 
consumer. When the consumer component receives the 
event, the appropriate state transition is taken and actions 
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within that state are performed. IBM Rational Rhapsody is 
an excellent tool to generate dynamic UML diagrams using 
Real-time UML that is UML 2.0. 

III. UML 2.0 AS ARCHITECTURAL DESCRIPTION LANGUAGE

(ADL)

The Unified Modeling Language (UML) [3] is formal 
graphical language considered as a de facto industrial 
standard. Although the language has been created as 
graphical language firstly to support object oriented software 
analysis and design, the language has been revised couple of 
times and today, it is a general formal language capable to 
describe a software system. The UML has well defined 
formal syntax and semantics and can be machine checked 
and processed. UML includes a set of graphical notation 
techniques to create abstract models of specific systems. 

The expressive power of Architectures by UML is more 
than any ADL. The UML profile for scheduling, 
performance, and time specification described in [4] has 
been adopted as an official OMG standard in March 2002. In 
general, UML profile defines a domain specific 
interpretation of UML; it might be viewed as a package of 
specializations of general UML concepts that capture 
domain-specific variations and usage patterns. To specify a 
profile, UML extensibility mechanisms (i.e., stereotypes, 
tagged values, constraints) are used. 

Component and connector views (C&C views, for short) 
present an architecture in terms of elements that have a 
runtime presence (e.g., processes, clients, and data stores) 
and pathways of interaction (e.g., communication links and 
protocols, information flows, and access to shared 
resources). Components are the principal units of run-time 
interaction or data storage.  Connectors are the interaction 
mechanisms among components.

The components are created as Composite classes in 
UML 2.0 and each of the components should have ports to 
interact with the external environment. Each port again 
requires an interface for it to interact. The interfaces are of 
two types Provided Interface and Required Interface. Two
components with ports and their interfaces can be linked for 
communication. The ports and their interfaces should be 
compatible, that is one component having a required 
interface (depicted as semi circle) can interact with only a 
component that provides the interface (depicted as full 
circle).

IV. STUDENT NITRIC OXIDE EXPLORER (SNOE)

This paper illustrates the construction of architecture for 
Flight Software by taking up a case study of Student Nitric 
Oxide Explorer (SNOE) [5].  SNOE, which was a real-
world, small satellite program funded by the National 
Aeronautics and Space Administration (NASA) and 
managed by the Universities Space Research Association 
(USRA).

SNOE’s mission involves using a spin stabilized 
spacecraft in a low earth orbit to measure thermospheric 
Nitric Oxide (NO) and its variability. The SNOE spacecraft 
is spin stabilized, meaning it maintains its orientation similar 

to that of a top. SNOE is required to maintain a spin rate of 5 
Rotations per Minute (RPM). The spin rate can be adjusted 
having the Flight Software (FSW) send a command to 
commutate the electromagnet transverse torque rod. The 
spin axis direction is controlled in a similar fashion by 
having the FSW send a command to commutate the 
electromagnet spin axis torque rod. SNOE’s FSW does not 
perform the attitude determination and control calculations. 
Rather, the FSW collects the attitude measurements and 
downlinks them to the ground for processing.  

Then the ground uplinks attitude control commands back 
to the spacecraft for the SNOE FSW to execute. The attitude 
measurements are taken from two Horizon Crossing 
Indicators (HCI) and three magnetometers. SNOE’s 
spacecraft body is surrounded on all sides by stationary solar 
panels which are used to generate power. 

The spacecraft contains three payload instruments to 
accomplish its scientific mission. These three instruments 
are an Ultra Violet Spectrometer (UVS) that measures NO 
density, an Auroral Photometer (AP) that measures the flux 
of energetic electrons entering the Earth's upper atmosphere, 
and a Solar soft X-ray Photometer (SXP) that measures the 
solar irradiance. 

Additionally, SNOE also contains a microGPS Bit-
Grabber Space Receiver (microGPS BGSR) instrument as a 
technology experiment. The microGPS BGSR gathers 
position information based on the Global Positioning System 
(GPS) constellation for experimental orbital determination. 

4.1 SNOE Design Pattern Selection 

The pattern selection process is done using the command 
execution functionality, which is a commonly seen in FSW. 
This involves determining the order in which spacecraft 
commands are executed. The design patterns that support 
this feature are then selected. For example, on small 
spacecraft the centralized control design pattern [6] can be 
used. The centralized control design pattern involves a single 
controller that provides overall control by conceptually 
executing a state machine. This design pattern is useful on 
small spacecraft because it encapsulates all the state-
dependent control in a single component thus making the 
control logic easier to understand and maintain. Thus, the 
design patterns that support SNOE specific features are 
determined by selecting the Design Patterns that are suitable 
for the working of SNOE.

The paper illustrates the customization of Design Patterns 
to suit the architecture of the satellite Student Nitric Oxide 
Explorer (SNOE). Seven different Design Patterns have 
been identified to reflect the functionality of SNOE.

The Design Patterns identified are listed in Table I. 
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Table I. SNOE Design Pattern Selection 

Feature Design Pattern 

Command Execution Centralized Control Design 
Pattern

Telemetry Storage and Retrieval Telemetry Client Server Design 
Pattern

Telemetry Formation Pipes and Filters Design Pattern

Ground Driven Payload Data 
Collection

Payload Multiple Client Multiple 
Server Design Pattern 

Ground Driven Housekeeping Data 
Collection

Housekeeping Multiple Client 
Multiple Server Design Pattern 

Spacecraft Clock Spacecraft Clock Multicast Design 
Pattern

Memory Storage Device 

Fault Detection

Memory Storage Device 

Watchdog Design Pattern 

The reason for selecting the above Design patterns is 
described below: 

4.1.1. Centralized Control Design Pattern:  SNOE is a 
small satellite with thirteen different components. Since it is 
a small satellite and the number of components is less, 
Centralized control architecture is better suitable than 
Distributed architecture. The Centralized controller is linked 
to every component and controls the functionalities of each 
of the components. 

4.1.2. Telemetry Client Server Design Pattern: The 
information collected by various components in SNOE is 
transformed into telemetry packets and is sent to the Ground 
Station. Every component has its own buffer and stores the 
information collected by them in their buffers. Next, the 
information is to be periodically transformed into telemetry 
packets and is to be sent to the Ground Station for 
processing. So a Client and Server component is created for 
each of the components which will be controlled by the 
Centralized Controller and will be responsible to collect the 
information. This pattern collects information from Payload 
Server as well as HouseKeeping Server and sends it to the 
controller.

4.1.3. Telemetry Formation Pipes and Filters Design 
Pattern: The transformation of information into telemetry 
packets is done by Pipes and Filters Design Pattern.  It 
increases throughput capacity of the system by adding 
multiple homogeneous (identical) channels. 

4.1.4. Payload Multiple Client Multiple Server Design 
Pattern: There are four payload instruments in SNOE. They 
are Ultra Violet Spectrometer, Micro GPS, Solar XRay 
Photometer and Auroral Photometer. A separate client and 
server for each of the payload instruments are created to 
collect the information whenever the controller signals to 
collect.

4.1.5. Housekeeping Multiple Client Multiple Server 
Design Pattern: The health of the satellite is maintained by 

collecting the information of the health or working of each 
of the component. This information is sent to the ground 
station. The ground station checks this information and 
sends any signals if necessary to check and modify the 
components. The collection of housekeeping information is 
done by this Design Pattern. Again a separate client and 
server component is created for 13 components of SNOE. 

4.1.6. Spacecraft Clock Multicast Design Pattern:  This 
pattern is used to send time signals to the Centralized 
controller and input and output components of the system. 

4.1.7. Memory Storage Device Watchdog Design Pattern: 
The memory storage device in SNOE is EEPROM. The 
Memory Storage Watchdog Design Pattern is selected to 
check the working of the memory storage device that is the 
EEPROM at regular intervals. 

V. IMPLEMENTATION 

5.1 SNOE Centralized Control Architectural Design Pattern 

SNOE utilizes the Centralized Control design pattern to 
execute commands and control the overall operation of the 
spacecraft. SNOE uses two torque rods, thus its multiplicity 
is one or many. Additionally, the ports and interfaces for the 
payload variants that are unique to SNOE are modeled. The 
component diagram for SNOE’s Centralized Control 
component diagram is shown in fig. 2, which contains the 
SNOE specific variants based on SNOE’s features. The 
ports, interfaces, and connecters for the common variants are 
captured in the diagram.

SNOE contains four payload devices - therefore four 
payload device variants are created. For each payload 
variant, the port name is updated to reflect the specific 
payload, such as the microGPS_IOC. The port’s interface is 
updated to reflect the specific actions that can be invoked on 
that payload.

Figure 2. Component diagram for SNOE Centralized Control Executable 
Design Pattern 

Next, the executable version of the design pattern 
involves potentially adding application specific states, 
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actions, and activities to the state machines based on the 
application’s features. For example, if the application 
features refine some behavior, then this can be modeled as 
sub-states. Also, if the component must send a message to an 
application specific variant or if application specific logic is 
required then this is modeled as an action or activity within a 
state or transition.

SNOE receives command to open the solar x-ray 
photometer door; it knows the precise operations to invoke 
on the Solar_Xray_Photometer_IOC. The state machine for 
the Solar_Xray_Photometer_IOC component is depicted in 
the fig. 3. The state machine for this Component is slightly 
more complicated because it acts as both an input and IO 
component. The component begins in the Idle state within 
the Working state. In the Idle state the Component waits for 
commands from the Centralized_Controller. When an action 
message is received, it transitions into the 
Executing_Command state where it performs the appropriate 
actions on the external hardware. After it performs the 
necessary actions, it generates the processingComplete event 
and transitions back to the Idle state to wait for the next 
command. When a read message is received, a similar set of 
states and transitions occurs, however, it occurs in the 
Gathering Data state. The IO_Component is also responsible 
for listening to external events from the hardware. Therefore 
if an externalEvent event is received, the IO_Component 
stops its current action in the Working state and transitions 
into the Preparing_Notification state. In the 
Preparing_Notification state it prepares a message to send to 
the Centralized_Controller. 

Once the message is ready, the IO_Component then sends 
the inputEventNotification message to the 
Centralized_Controller through the RIO port and transitions 
back to its previously interrupted location within the 
Working state. 

Figure 3. State Machine for Solar_XRay_Photometer_IOC 

Next the state machine for the SNOE’s Magnetometer_IC 
component is depicted in Figure 4. Magnetometer is an input 
component that provides attitude measurements. It is 
initialized by the Centralized Controller. It is first in the idle 
state and moves to the Preparing_Notification state when an 
external event occurs. Here it prepares the 
input_event_notification and sends it to the 
Centralized_Controller. A similar set of actions is performed 
in response to a read event message; however the requested 
data is collected and sent back the Centralized_Controller.

Figure 4. State Machine for Magnetometer_IC 

The Output Component begins in the Idle state where is 
waits for commands from the Centralized_Controller. Once 
a command message is received, the Output_Component 
transitions into the Executing_Command state where it 
performs the appropriate actions on the external hardware. 
At the DRE level, the actions the Output_Component 
performs are variable; therefore it is modeled using a code 
stub as seen in fig. 5. Once complete, it generates the 
processing Complete event and transitions back to the Idle 
state to wait for the next command. 

Figure 5. State Machine for Low_Gain_Antenna_OC 
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Finally, the state machines for the other variant input, 
output, and IO components, are also added.

5.2 SNOE Payload Multiple Client Multiple Server 

Executable Architectural Design Pattern 

The next executable design pattern realized in SNOE is 
the FSW Payload Multiple Client Multiple Server executable 
design pattern. This design pattern is used to selectively 
collect payload data. Since SNOE is required to selectively 
collect the payload data, separate data clients are created for 
each payload instrument. Additionally, since each payload 
instrument has its own data buffer, separate server 
components are created for each payload instrument. 

Next, the component diagram in fig. 6 depicts the set of 
components in the system. The ports and connectors added 
between the appropriate clients and servers are also shown in 
the diagram. Additionally, the interfaces are also updated to 
reflect the SNOE’s unique variants. The diagram shows that 
the connected components have compatible interfaces. 

The four Payload instruments include 
Ultra_Violet_Spectrometer, Micro_GPS, 
Solar_XRay_Photometer and Aural_Photometer. A client 
and server component for each of the four payload 
instruments is depicted in the design pattern. 

Figure 6. Object Model Diagram for Payload Multiple Client Multiple 
Server

The SNOE Multiple Client Multiple Server design pattern 
involves selectively collecting payload data. The interaction 
diagram for collecting micro GPS (Global Positioning 
System) data is depicted in Figure 7.

Figure 7. Collect microGPS Data Scenario for SNOE 

5.3 SNOE Payload Multiple Client Multiple Server 

Executable Design Pattern 

In addition to updating the architectural views, the 
executable version of the design pattern also needs to be 
customized for SNOE. This is performed for each client and 
server in this design pattern. The specific steps involved in 
updating the state machine are follows. 

First, the microGPS_DClient component is responsible 
for collecting the microGPS data from the 
microGPS_DServer. The state machine for the SNOE 
specific microGPS_DClient component is depicted in fig. 8. 

When Controller requires data it sends 
requestPayloadDataNeeded message to microGPS_DClient. 
microGPS_DClient requests the data from the server, this 
information is added to the actions on the state machine. 
This information is captured on the transition from the 
Preparing_Request state to the Idle state. The event that 
occurs is the requestPayloadData and the action

RUVSDServer.gen(newrequestPayloadData(msg));
Indicates that a request for payload data is being sent to 

the microGPS_DServer component by specifying the 
required port (RmGPSDServer) of the client through which 
the components communicate. Finally, the SNOE specific 
processing logic within the Preparing_Request and 
Processing_Response states is added as On Entry actions. 
However, this information is not depicted in Figure in an 
effort to make the diagram readable. 
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Figure 8, State Machine for MicroGPS Client 

The state machine for microGPS_DServer in Figure 9. 
depicts the transitions that server takes. It is in Idle state first 
and moves to Processing_Client_Request state when client 
sends a requestPayloadData to server. After processing is 
complete, it prepares a response and moves back to the Idle 
state. During this transition it sends the mGPSDataResponse 
back to the client. 

Figure 9. microGPS_DServer state machine

Similarly, the state machines for client and server for the 
other three payload instruments which are 
Auroral_Photometer, Solar_Xray_Photometer and 
Ultraviolet_Spectrometer are also updated following a 
similar process. 

CONCLUSIONS

This paper describes an approach for building FSW 
software architectures from software architectural patterns. 
This approach improves the quality of FSW software 
architectures because it leverages best practices captured in 
software design patterns. Additionally, the executable  
design pattern templates not only help an engineer when 
building software architectures, but they also provide the 
foundation for performing design time validation on the 
software architecture produced using this approach. The 
engineers also can use the design patterns to form the core 
base for building the software architecture of any other 
system in this domain. Thus enabling to develop using the 
Software Product Line (SPL) based product development. 

FUTURE ENHANCEMENTS

There are several avenues of future research that can be 
taken to extend this project.  First, the SNOE case study can 
be expanded to include performance validation using 
MARTE (Modeling and Analysis of Real-Time Embedded 
systems) stereotypes. Second, this work should be extended 
to address feature modeling to help organize and structure 
the functionality of design patterns. Thirdly, this work can 
be applied to other DRE domains to illustrate the approach’s 
applicability across DRE domains. Additionally, future 
research can include illustrating the functionality of the 
design patterns using the “animation” feature of IBM 
Rational Rhapsody.
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Abstract—Dual band antennas are used in many applications 

like in cellular phones, in laptop for wireless printer and 

modem connections. This paper discusses a dual monopole 

Microstrip antenna configuration for dual frequency 

coverage at 1800MHz for mobile communication and at 

2400MHz for wireless LAN applications. The antenna 

consists of two monopoles of different stems printed on a  

FR4 substrate (1.6 mm thickness) which has a dielectric 

constant of 4.4. More than 1500 iterations have been carried 

out during simulation stage to yield the optimized 

performance characteristics for resonant frequency and 

return loss at both the above frequencies. Fairly good return 

losses and radiation pattern response of the proposed dual 

monopole dual frequency antenna indicates that this antenna 

is well suited for the applications intended.

Index Terms—Microstrip antenna, dual band, impedance     

bandwidth, monopole antenna, mobile communication. 

I. INTRODUCTION  

Dual band antenna designs are gaining much 

interest due to the rapid developments in wireless 

communication industry. Wire antennas are the oldest 
and in many case the most versatile antennas from a 
practical point of view [1]. In modern personal wireless 
applications, it is desirable to integrate the antenna on a 
circuit board for low cost, low profile, and conformability. 
In the recent years, printed circuit antennas have been 

receiving much attention owing to their low profile, 

light weight, low cost, small size, design flexibility, and 

ease of installation [2]. Applications in the present day 

mobile communication systems usually require smaller 

antenna size in order to meet the miniaturization 

requirements of mobile units. Thus size reduction is 

becoming major design consideration for practical 

applications of printed circuit antenna. In applications 
in which the increased bandwidth is needed for operating 
at two separate sub-bands, a valid alternative to the 
broadening of total bandwidth is represented by dual-
frequency patch antennas. Various types of antennas are 

available to meet these requirements. Among these, the 

Dual Monopole Microstrip antenna for Dual 

Frequency Mobile communication and Wireless LAN 

Applications has gained great prominence because of 

simplicity [3]. Dual-frequency antennas exhibit a dual-

resonant behavior in a single radiating structure. The 

antennas  designed to operate at 900MHz and 

1800MHz are available in literature[4,5,6,7]. This 

paper discusses the dual frequency antenna operating 

at 1800MHz and 2400MHz.All the corresponding 

details of antenna specifications, simulation details and 

design parameters are clearly presented and discussed.

II. ANTENNA DESIGN

The geometry of the microstrip fed uniplanar monopole 
antenna is shown in Fig. 1, it consists of two printed strip 
monopoles of different dimensions. The longer one (i.e., 
Monopole 1) is for a lower frequency band while the 
shorter one (i.e., Monopole 2) is dominant at the higher 
frequency. The two monopoles are combined at their 
lower ends and fed by a single microstrip line with a 
tuning stub. This structure is printed on a dielectric 
substrate of dielectric constant 4.4. and thickness 1.6 mm. 
The design is based on [8]. 

A. Steps for antenna design 

1 Calculate the design parameters and generate the 
model      using HFSS Simulation software. 

2 Simulate the antenna by varying one parameter at a 
time for   obtaining desired response.

3 Gather simulated hybrid response data using the 
return loss    plot and radiation pattern with Ansoft 
HFSS software.  

4 Analyze simulated results and verify with 
manufacturing    and fabrication tolerances.

5 Fabricate the proposed design using FR4 with 
dielectric     constant of 4.4. 

6 Obtain the measured Return Loss response using 
vector     network analyzer and radiation pattern 
response in     Anachoic chamber.

Figure1. Geometry of dual monopole antenna. 
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7 Compare the simulated and measured results of 
antenna and    analyse the deviations if any.

8 Optimize the antenna performance for aimed 
specifications.

A microstrip monopole is formed by making one 

side length of the patch resonant(fraction of 

wavelength) and other patch dimension very thin. Both
the monopoles are chosen to have same width. The design 

parameters are calculated using design equations[9]. 

Where W is the width of the patch, εr is the dielectric 

constant of the medium, h is the substrate thickness, f0

is the resonant frequency of antenna, εreff is the 

effective dielectric constant of the medium, h is the 

height of the substrate, ∆L is the incremental length, 

Leff is the effective length of the patch. L is the resonant 

length of the patch. 

The width of microstrip line is calculated using the 

equation,

        Zc =

          Initially two monopoles are designed separately 
and the resonance at corresponding frequencies is verified. 
Both the monopoles are then combined, as for a multiband 
operation, a multi element monopole is needed [4]. A

dual-band uniplanar monopole antenna operating at 

1800 MHz and 2400 MHz has been designed using 

HFSS Simulation Software. The parametric analysis is 

carried out with respect to several design parameters 

of the antenna to the obtain the best design with best 

radiation characteristics. Optimal design is obtained  

by choosing the following design parameters. Length of 

larger monopole as L1=34mm, length of small 

monopole as L2=20.5mm, feed width FW=3mm, 

monopole width MW=5mm which is same for both 

monopoles, the gap between monopoles is W=1mm, 

SL= 5mm is used for good impedance matching at both 

the frequencies, ground plane length chosen as 20mm.

III.  RESULTS

The return loss plot determines the resonant frequency 
and impedance bandwidth of the antenna. It is seen from 
the return loss plot depicted in Figure 2.that the antenna 
resonates effectively at both the frequencies and has good 
impedance bandwidth. The minimum return loss of -
19.8dB and -15.8dB are obtained at 1798MHz and 
2409MHz respectively. The -10dB return loss bandwidth 
at lower resonant frequency is 401MHz (1553MHz-
1952MHz) and at higher resonant frequency is 404MHz 
(2421MHz-2825MHz). The impedance characteristics at 
two resonances is clearly depicted in Fig.3. The radiation 
patterns of the antenna in E-plane and H-plane at 
1800MHz is shown in Fig. 4. It is seen that E plane pattern 
is bidirectional and H plane pattern is non directional. 
Fig.5 shows the principal plane patterns at 2450MHz 
which is also omnidirectional. 

Figure2. Simulated return loss for dual monopole antenna. 

Figure3. Impedance characteristics of the antenna. 

(1)

(2)

(3)

(4)

(5)

(6)
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Figure4. Simulated radiation patterns for 1800MHz.

Figure5. Simulated radiation patterns for 2450MHz 

Figure5. Simulated radiation patterns for 2450MHz.

CONCLUSIONS

     The monopole antenna is very compact and is 

easily fed at center of two monopoles by a 50 ohm 

microstrip line. The simulation results of radiation 

patterns and return loss are presented. The antenna 

operating characteristics are very good at both the 

frequencies and are suitable for wireless 

communication. This simple structure has 

performance characteristics such as pure vertical 

polarization and horizontal omnidirectional coverage 

which makes its extensive use possible in variety of 

wireless applications.
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Abstract— Designing high-speed low-power circuits with 

CMOS technology has been a major research problem for 

many years. The increasing demand for low-power design 

can be addressed at different design levels, such as software, 

architectural, algorithmic, circuit, and process technology 

level . This paper presents different approaches to reduce 

power consumption of any arbitrary combinational logic 

circuit by applying power minimization techniques at circuit 

level.

Index Terms—Static power, Dynamic power, Dual Vt, Multi 

threshold voltage,Stacking,Forced stack, Low power design. 

I. INTRODUCTION  

In the past, the major concerns of the VLSI circuit 
designers were area, speed and cost. In recent years, this 
has changed dramatically and power dissipation is being 
given increased weightage in comparison to area and 
speed design metrics. Power wall is a clear and present 
roadblock in the semiconductor industry. The 
proliferation of portable and hand-held electronics 
combined with increasing packaging costs is forcing 
circuit designers to adopt low power design 
methodologies. Low power design of application specific 
integrated circuits (ASIC) result in increased battery life 
and improved reliability. Indeed, the Semiconductor 
Industry Association technology roadmap has identified 
low power design techniques as a critical technological 
need. Hence it becomes imperative for circuit designers 
to acknowledge the importance of limiting power 
consumption and improving energy efficiency at all 
levels of the design hierarchy, starting from the lower 
levels of abstraction, when the opportunity to save power 
is significant. 

The remaining part of this paper is organized as 
follows. Section 2 highlights the reasons underpinning 
the choice of the logic style considered and its typical 
advantages. Section 3 deals with the issue of power 
dissipation in CMOS circuits. Section 4 surveys on power 
minimization techniques and finally conclude.

II. COMPLEMENTARY CMOS LOGIC STYLE

Complementary CMOS logic or Static CMOS logic 
style consisting of complementary nMOS pull-down and 
pMOS pull-up networks to drive ‘0’ and ‘1’ outputs are 
used for the vast majority of logic gates in digital 
integrated circuits. They have good design margins, fast, 
low power, insensitive to device variations, easy to 
design, widely supported by commercial CAD tools, and 
readily available in standard cell libraries. When noise 
does not exceed the margins, the gate eventually will 
settle to the correct logic level. Indeed many ASIC 
methodologies allow only complementary CMOS 
circuits. Even custom designs use static CMOS for 95% 

of the logic. They also enable low leakage designs owing 
to their inherent flexibility to accommodate leakage 
control  transistors at the junction between the pull-up 
and pull-down network nodes .

Other advantages of static CMOS logic style are its 
robustness against voltage scaling and transistor sizing 
and thus ensuring reliable operation at low voltages and 
arbitrary transistor sizes. Input signals are connected to 
transistor gates only, which facilitates the usage and 
characterization of logic cells. The layout of CMOS gates 
is straightforward and efficient due to the complementary 
transistor pairs. Given the correct inputs, it will 
eventually produce the correct output so long as there 
were no errors in logic design or manufacturing. Static 
CMOS logic also has the advantage that there is no 
precharge/predischarge operation and charge sharing does 
not exist. Other circuit families tend to become prone to 
numerous pathologies, including charge sharing, leakage, 
threshold drops and ratioing constraints. Basically, 
CMOS fulfils all the requirements regarding the ease-of-
use of logic gates. 

III. POWER DISSIPATION IN CMOS CIRCUITS

Average power dissipation (Pavg) in CMOS digital 
circuits can be expressed as the sum of three main 
components , which are summarized in the following 
equation, as

Pavg = Pshort-circuit + Pleakage + Pdynamic 
Pshort-circuit is the power from stacked P and N 

devices in a CMOS logic gate that are in the ON state 
simultaneously. This happens briefly during switching. 
This type of power dissipation can be controlled by 
minimizing the transition times on nets. It usually 
accounts for 15%-20% of the overall power dissipation.

Pleakage is the power dissipation due to spurious 
currents in the non-conducting state of the transistor. This 
component becomes a larger problem as device 
geometries shrink and transistor threshold voltages (Vt) 
drop. Leakage current depends upon the supply, Vdd (or 
how close it is with respect to Vt), Vt itself, transistor 
aspect ratio (W/L) and temperature. As the supply voltage 
scales down with technology, this increases exponentially 
and is construed to dominate the total power dissipation 
in ultra deep submicron technologies. Increasing die area 
also increases the leakage power adversely, as this 
increases the number of transistors.

Pdynamic  is the dynamic power dissipation, also 
called the switching power. This is the dominant source 
of power consumption in CMOS system-on-chip (SoC), 
accounting for roughly 75% of the total. It is generally 
represented by the following approximation,

Pdynamic=α.CL.Vdd2.fclk       (2) 
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Where ‘α’ is the switching activity factor (also called 
transition probability) and it tends to increase as the need 
for bandwidth increases, ‘CL’ is the overall capacitance 
to be charged and discharged in a reference clock cycle. 
Technology scaling has resulted in smaller transistors and
hence smaller transistor capacitances, but interconnect 
capacitance has not scaled much with process and has 
become the dominant component of capacitance. ‘Vdd’ is 
the supply voltage. Though voltage scaling has the 
biggest impact on power dissipation (nearly quadratic 
savings in power), this generally comes at an expense of 
an increase in delay. ‘fclk’ is  the switching frequency of 
a global clock for a globally synchronous design, local 
clock for a locally synchronous design or the input arrival 
rate in case of a pure static system.

IV. POWER MINIMIZATION TECHNIQUES

Power consumption in a static CMOS circuit basically 
comprises three components: dynamic switching power, 
short circuit power and static power. Compared to the 
other two components, short circuit power normally can 
be ignored in submicron technology. 

A. Dynamic Power

Dynamic power is due to charging and discharging the 
loading capacitances. 

B. Leakage power 

The leakage current of a transistor is mainly the result 
of reverse-biased PN junction leakage, subthreshold 
leakage and gate leakage as illustrated in Figure 1. 

Figure 1 :Leakage currents in an inverter. 

Leakage is becoming comparable to dynamic 
switching power with the continuous scaling down of 
CMOS technology. To reduce leakage power, many 
techniques have been proposed, including dual-Vth,
multi-Vth, optimal standby input vector selection, 
transistor stacking and body bias. 

1. Dual-Vth Assignment 

Dual-Vth assignment is an efficient technique for 
leakage reduction. In this method, each cell in the 
standard cell library has two versions, low Vth and high 
Vth. Gates with low Vth are fast but have high 
subthreshold leakage, whereas gates with high Vth are
slower but have much reduced subthreshold leakage. 
Traditional deterministic approaches for dual-threshold 
assignment utilize the timing slack of non-critical paths to 

assign high Vth to some or all gates on those non-critical 
paths to minimize the leakage power. 

2. Multi-Threshold-Voltage CMOS 

A Multi-Threshold-Voltage CMOS (MTCMOS) 
circuit is implemented by inserting high Vth transistors
between the power supply voltage and the original 
transistors of the circuit. The original transistors are 
assigned low Vth to enhance the performance while high-
Vth transistors are used as sleep controllers. In active 
mode, SL is set low and sleep control high-Vth transistors
(MP and MN) are turned on. Their on-resistance is so 
small that VSSV and VDDV can be treated as almost 
being equal to the real power supply. In the standby 
mode, SL is set high, MN and MP are turned off and the 
leakage current is low. The large leakage current in the 
low-Vth transistors is suppressed by the small leakage in 
the high-Vth transistors. By utilizing the sleep control 
high-Vth transistors, the requirements for high 
performance in active mode and low static power 
consumption in standby mode can both be satisfied. 

3. Transistor Stacking 

The two serially-connected devices in the off state 
have significantly lower leakage current than a single off 
device. This is called the stacking effect. With transistor 
stacking by replacing one single off transistor with a 
stack of serially-connected off transistors, leakage can be 
significantly reduced. The disadvantages of this technique 
are also obvious. Such a stack of transistors causes either 
performance degradation or more dynamic power 

consumption.

4. Optimal Standby Input Vectors 

Subthreshold leakage current depends on the vectors 
applied to the gate inputs because different vectors cause 
different transistors to be turned off. When a circuit is in 
the standby mode, one could carefully choose an input 
vector and let the total leakage in the whole circuit to be 
minimized model leakage current by means of linearized 
pseudo-Boolean functions. 

CONCLUSIONS

When scaling down to deep sub-micron technology 
leakage is a critical problem. In this paper we have 
proposed some of the Power minimization techniques. 

Experiments have to be conducted on these technique 
to decide which technique is best suited for power 
minimization.
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Abstract—Digital  filters  have  found  numerous  

applications  in  most  digital  signal processing  systems.

Conventional digital filter can only obtain fixed frequency 

domain characteristics at a time. In order to obtain variable 

characteristics, the digital filter’s type, number of taps and 

coefficients should be changed constantly such that the 

desired frequency-domain characteristics can be obtained. 

Unlike conventional digital filter, Variable Digital Filters 

(VDFs) can change their filter-type, number of taps and 

coefficients constantly such that the desired frequency-

domain characteristics can be obtained. This paper 

proposes a method for Variable Digital Filter (VDF) design 

based on Field Programmable Gate Array and Embedded 

Micro-Processor (EMP). This VDF is best suited for 

realization of digital filter algorithms, which are low-pass, 

high-pass, band-pass and band-stop filter algorithms with 

variable frequency domain characteristics. The design has 

been prototyped on an XUPV5-LX110T Evaluation 

Platform using Integrated Synthesis Environment (ISE) 12.4 

Tools all in one design suit from Xilinx. 

Index Terms—Variable Digital Filter; Field Programmable 

Gate Array; Embedded Micro-Processor 

I. INTRODUCTION  

With the recent rapid advances in communication 
systems and real-time signal processing,  there has been a 
constant interest in the design and implementation of 
digital filters with variable frequencydomain 
characteristics such as variable cutoff frequency, 
adjustable passband width. The digital filters with 
variable  frequency domain characteristics are referred to 
as  Variable Digital Filters. 

Digital filters are mainly two types- Infinite Impulse 
Response (IIR) and Finite Impulse Response (FIR) digital 
filter. The response of an IIR filter is a function of current 
and past input signal samples and past output signal 
samples. The dependency on past outputs (i.e., recursive) 
gives rise to the infinite duration of the filters output 
response even when the input values have been stopped. 
A Finite Impulse Response (FIR) filter is a filter structure 
that can be used to implement almost any sort of 
frequency response digitally. An FIR filter is usually 
implemented by using a series of delays, multipliers, and 
adders to create the filter's output. If the output samples 
of the system depend only on the present input, and a 
finite number of past input samples, then the filter has a 
finite impulse response.  

In the most general case of a variable filter, all filter 
magnitude parameters might be subject to changes. 
Variable magnitude deviations δs   (in the stopband) and 

δp (in the passband) are, however, not easily achievable – 
complicated recalculations of the entire transfer function 
are required and usually many circuit elements must be 
changed in order to obtain the new δs and δp.

 Fortunately, more often, only frequency parameters – 
cutoff frequency wc and stopband edge ws of low-pass 
(LP) and high-pass (HP) filters or wc1, wc2, ws1, ws2,
center frequency w0  and bandwidth BW of band-pass 
(BP) and band-stop (BS) filters – are tuned. 

The multipurpose FIR filter is designed using 
windowing technique. The windowing method is the 
preferred algorithm because it is simplest method of FIR 
filter implementation, the selection of the window is 
based on the causality and stability of all the filter types, 
low-pass, high-pass, band-pass, and band-stop. 

Most of the multipurpose FIR filter designs use 
commercial tools such as MATLAB’s   Filter   Design   
and   Analysis   (FDA)   tool for   its   implementation. 
MATLAB’s fir1 and fir2 function is utilized to compute 
the filter coefficients [1]. The implementation of such   
multipurpose FIR filter starts with calculation of 
coefficients using MATLAB, followed by HDL program 
and its implementation [1] [2]. 

This paper proposes a method for implementation of 
variable digital filter, eliminating the usage of MATLAB 
functions for coefficient calculations, by using embedded   
soft RISC processor core. The processor core is 
optimized for implementation in XILINX FPGAs, and 
supports both on-chip Block RAM and external memory. 

II. BASIC PRINCIPLE OF FIR FILTER

The transfer function for an FIR filter of length N is
given as: 

The design of a digital filter involves five steps[3]: 

1. Filter Specification: 

This may include stating the type of the filter, for 
example lowpass filter, the desired amplitude and/or 
phase responses and the tolerances prepared to accept, the 
sampling frequency, and the wordlength of the input data. 

2. Coefficients calculation: 

At this step, one determines the coefficients of a 
transfer function, H(z), which will satisfy the 
specifications given in step 1. The choice of the 
coefficient calculation method will be influenced by 
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several factors, the most important of which are the 
critical requirements of step 1. 

3. Representation of the filter by a suitable structure 

(realization):

This involves converting the transfer function obtained 
in step 2 into suitable filter network or structure. 

4. Analysis of the effects of finite word length on filter 

performance: 

Here the effects of quantizing the filter coefficients and 
the input data as well as the effect of carrying out the 
filtering operation using fixed wordlength on the filter 
performance are analyzed. 

5. Implementation of filter in software and/or hardware: 

This involves producing the software code and/or 
hardware and performing the actual filtering.

III. IMPLEMENTATION OF VARIABLE DIGITAL FILTER

The implementation of Variable Digital Filter consists 
of

• MicroBlaze (Embedded Micro-Processor) 

• User-machine interface 

• Shared memory 

• Programmable FIR Filter 

Figure 1. Block Diagram of VDF 

A. MicroBlaze (Embedded Micro-Processor) 

    The MicroBlaze soft core processor is used for the 
computation of coefficients of Variable Digital Filter as 
per the user specifications. The Embedded Development 
Kit [4] [5] is used to create a hardware design composed 
of IP cores and a MicroBlaze soft processor. The design 
is completed by writing a software application to run on 
the MicroBlaze processor. The software application 
controls the functionality of different IP cores added to 
the processor. The C programming language is used for 
developing the software application. The below figure 2 
shows the block diagram of a MicroBlaze processor 
based system. The IP cores are connected with 
MicroBlaze processor using Processor Local Bus v4.6. 

Figure 2.  MicroBlaze Processor System[4] 

The MicroBlaze processor acts as one of the sub-
module in the implementation of VDF. 

B. User-machine interface 

    The  implementation  of  variable  Digital  Filter  
uses  Liquid  crystal  display (LCD) and  PS/2 keyboard
as user-machine interface modules. The LCD module is 
used to guide the user, such that the required filter 
specifications can be provided to the processor by using 
PS/2 keyboard module. The LCD and PS/2 keyboard 
modules are interfaced with MicroBlaze processor. The 
MicroBlaze processor monitors the functionality of these 
modules.

C. Shared memory 

A Dual Port Block Random Access Memory (DP-
BRAM) is used to store the coefficient values computed 
by the MicroBlaze processor. Dual Port BRAM is 
implemented by adding Block RAM (BRAM) IP Block 
and XPS BRAM Controller IP to the MicroBlaze system. 

The BRAM Block is a configurable memory module 
that attaches to a variety of BRAM Interface Controllers. 
Both Port A and Port B of the memory block can be 
connected to independent BRAM Interface Controllers:   
Local Memory Bus, Processor Local Bus, and On-Chip 
Memory.

The XPS BRAM Interface Controller is a Xilinx IP 
module that incorporates a PLB V4.6 interface. This 
controller is designed to be byte accessible. Any access 
size (in bytes) up to the parameterized data width of the 
BRAM is permitted. The XPS BRAM Interface 
Controller is the interface between the PLBV4.6 and the 
BRAM block peripheral. A BRAM memory subsystem 
consists of the controller along with the actual BRAM 
components that are included in the BRAM block 
peripheral.

The filter coefficients  computed  by  the  MicroBlaze  
processor  are  in  the  IEEE-754  single precision format, 
which are stored in the memory using Port A of DP-
BRAM.

D. IEEE-754 Single Precision Format 

MicroBlaze processor supports single precision IEEE 
754 format for representing floating point values. IEEE 
754 format is most common standard for representing 
floating point numbers.
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Single precision: 32 bits, consisting of 
1. Sign bit (1 bit): The sign bit is as simple as it gets. 0 

denotes a positive number; 1 denotes a negative number. 
Flipping the value of this bit flips the sign of the number. 

2. Exponent (8 bits): The exponent field needs to 
represent both positive and negative exponents. To do 
this, a bias is added to the actual exponent in order to get 
the stored exponent. For IEEE single-precision floats, this 
value is 127. Thus, an exponent of zero means that 127 is 
stored in the exponent field. 

3. Mantissa (23 bits): The mantissa, also known as the 
significand, represents the precision bits of the number. It 
is composed of an implicit leading bit and the fraction 
bits.

The real value assumed by a given 32 bit binary32

data with a given biased exponent e and a 23 bit fraction 

is =   −1 sign (1. b−1 b−2 … b−23)2 X 2(e −127 ).

E. Programmable-FIR Filter 

A 15-tap Programmable-FIR filter is developed as a 
sub-module using Verilog HDL language in Xilinx ISE. 
The FIR filter is named as programmable; because it can  
change  its  filter  order,  type  as  per  the  data  received  
from  the  MicroBlaze processor. Optimized form of FIR 
filter structure is used for developing the P-FIR filter. The 
Port B of DP-BRAM is used by the P-FIR filter to read 
the data from memory. The order of the P-FIR filter can 
be changed in odd values. A Push button is used to 
initialize the P-FIR, after the execution of MicroBlaze 
sub-module.

F. Process Description 

An 8 bit data from the output of an ADC is taken as 
input of the P-FIR filter. The filter coefficients read from 
the memory are in IEEE 754 single precision format. To 
simplify the filter computation process, the IEEE 754 
single precision value is converted into a Fixed-Point 
value (Q11.12) using Floating Point IP. Q11.12 
represents  1  sign  bit,  11  bit  integer  value  and   12  
bit  fractional  value.  The multiplications and addition 
operations are carried according to the optimized 
structure of the filter. The 12 Least Significant Bits (LSB) 
are truncated from the final result. The filter output can 
be used for further signal processing. 

A 125  MHz  clock  is  provided  as  clocking  resource  
to  the  MicroBlaze processor by the clock generator core 
using 100 MHz user clock. The Programmable FIR filter 
is sourced with 33 MHz on-board clock. 

IV. RESULTS

The results obtained by implementing Variable Digital 
Filter using MicroBlaze on Virtex-5 board are shown.
The MicroBlaze processor sub-module is executed at the 
beginning. This sub-module takes filter specifications 
entered by the user as inputs and computes the respective 
filter coefficients. 

   Table I. compares the MicroBlaze computed filter 
coefficient values with cutoff frequency = 1.5 KHz, 
sampling frequency = 8 KHz and filter length = 7 for 
LPF.

TABLE I. 
Comparison of filter coefficient values for LPF 

    The Programmable-FIR filter sub-module is initiated 
after the execution of MicroBlaze sub-module. This sub-
module reads coefficient values computed by the 
MicroBlaze sub-module from DP-BRAM to configure 
the filter structure. An 8-bit data is provided as input to 
the P-FIR filter module. The 24 bit output of P-FIR filter 
is used for further signal processing. Figure 3 shows the 
simulation results of P-FIR filter. 

Figure 3. Simulation Result of HPF Filter for fc=1.5 KHz, fs=8 KHz & 
N = 7 

CONCLUSION

Today many embedded products place their solution 
on several chips making it bigger, more expensive and 
more power requiring.  FPGA boards has become bigger, 
faster and cheaper and is now able to handle a SoC 
solution. As the FPGA boards have become bigger and 
faster they are now able to handle a soft processor which 
is an Intellectual Property (IP) core implemented using 
logical primitives. A key benefit is configurability where 
it is possible to add only what is needed in the design. A 
trade off is performance, a hard processor is faster but 
less configurable and more expensive. 

With  a  soft-core  processor,  a  design  becomes  
more  flexible,  while  still keeping high performance 
parts inside the FPGA. Thus the Xilinx MicroBlaze 32 bit 
RISC soft-core processor can be easily adapted to the 
designer’s needs and full- featured GNU tool chain is 
used for software development. 

Filter

coefficients

Low-Pass Filter

Theoretical Obtained

Floating-

point

Single-

precision

Single-

precision

Floating-

point

h[0] -0.077381 BD9E79EE BD9E79E9 -0.07738096 

h[1] 0.212798 3E59E7B8 3E59E7A0 0.21279764 

h[2] 0.793155 3F4B0C35 3F4B0C31 0.7931548 

h[3] 1.083333 3F8AAAA8 3F8AAAA9 1.0833331 
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Variable Digital Filter using MicroBlaze processor has 
been implemented on Virtex-5LX110T board. The 
processor is operated at a clock frequency of 125 MHz. 
Variable Digital Filter is assigned to a frequency of 
33MHz, and the maximum speed of operation that can be 
achieved is 56MHz. 
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Abstract— An ad hoc wireless network consists of a set of 

mobile nodes that are connected by wireless links. The 

network topology in such a network may keep changing 

randomly. Routing protocols that find a path to be followed 

by data packets from source node to a destination node used 

in traditional wired networks cannot be directly applied in ad 

hoc wireless networks due to their highly dynamic topology. A 

variety of routing protocols for ad hoc wireless networks has 

been proposed in the recent past. AODV (Ad-hoc on-demand 

Distance vector routing) is a representative among the most 

widely studied on-demand ad hoc routing protocols. In 

AODV, source node floods the route request packet in the 

network to obtain a route for the destination. AODV and 

most of the on demand ad hoc routing protocols use single 

route reply along reverse path. Route reply packet may not 

reach the source node due to rapid changes in topology or 

link failure resulting in reinitiating route discovery process. 

This increases communication delay, power consumption & 

decreases packet delivery ratio. To avoid these problems, the 

proposed routing protocol generates & maintains multiple 

route replies. The proposed (modified) AODV protocol is 

called Reverse AODV (R-AODV). In this paper, R-AODV 

protocol is implemented using NS-2.35 in Linux platform. 

Simulations are conducted to evaluate the performance of R-

AODV and is compared with AODV using application 

oriented metrics, such as the throughput, packet delivery 

ratio and end to end delay. Simulation results show that R-

AODV performs well when link breakage is frequent. 

Index Terms—AODV, MANETs, NS-2.

I. INTRODUCTION

Mobile ad hoc network [1] is a dynamic network which 
allows communication between the mobile nodes without a 
central administrator. The network topology in such a 
network may keep changing randomly.  A variety of 
routing protocols [2] for ad hoc wireless networks have 
been proposed in the recent past. Ad hoc wireless network 
routing protocols [2] can be classified into three major 
categories based on the routing information update 
mechanism.

1. Proactive or table driven routing protocols:

In this, each node maintains the network topology 
information in the form of routing tables by periodically 
exchanging routing information. Routing information is 

generally flooded in the whole network. Whenever a node 
needs a route to the destination it runs an appropriate path 
finding algorithm on the topology information it maintains. 

2. Reactive or on demand routing protocols:

Such protocols do not maintain the network topology 
information. They obtain the necessary route when it is 
required, by using a connection establishment process. 
Hence these protocols do not exchange routing information 
periodically.

3. Hybrid routing protocols:

These protocols combine the best features of the above 
two categories. Nodes with a certain distance from the 
source node concerned or within a particular geographical 
region are said to be within the routing zone of the given 
node. For routing within this zone, a table-driven approach 
is used. For nodes located beyond this zone, an on-demand 
approach is used. 

Focus of study is on-demand routing protocols. One of 
the on-demand routing protocol is AODV [3]. The main 
advantage of this protocol is that routes are established on 
demand i.e., only when it is required by a source node for 
transmitting data packets. But due to the dynamic change of 
network topology, links between nodes are not permanent. 
When a link breaks, a node cannot send packets to the 
intended next hop node resulting in packet loss. If the lost 
packet is a route reply packet it brings much more problems 
as the source node needs to reinitiate route discovery 
procedure. 

The route discovery procedure and design of AODV 
protocol is discussed by C. Pekin “et al.” in [3]. The design 
of extended AODV(R-AODV) also called Reverse AODV 
and the comparative analysis of AODV with R-AODV 
using UDP traffic for constant bit rate applications 
considering scalability is discussed by E.Talipov “et al.” in 
[4].  

In this paper the performance comparison of the modified 
AODV (R-AODV) [4] algorithm in which route reply 
message is multicast to its neighbors resulting in redundant 
route reply messages instead of unicasting the route reply to 
its next hop as in the traditional AODV is done. With this 
the probability of a successful route discovery is increased 
as we have repetitious route reply messages in our network. 
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The robustness of the R-AODV algorithm is tested and 
compared with the existing AODV algorithm by using 
UDP as traffic source. 

The rest of the paper is organized as follows: Section II 
gives a brief introduction of AODV routing protocol and 
an overview of modified AODV(R-AODV) routing 
protocol. Simulation setup is described in section III. 
Section IV gives the results and performance comparison 
of the two routing protocols. Section V concludes the 
paper.

II. CLASSIFICATION OF ROUTING PROTOCOLS

a)  Ad hoc on demand distance vector (AODV) 

Ad hoc on demand distance vector (AODV) [3] routing 
protocol creates routes on-demand. In AODV, a route is 
created only when requested by a network connection and 
information regarding this route is stored only in the 
routing tables of those nodes that are present in the path of 
the route. The procedure of route establishment is as 
follows. Assume that node X wants to set up a connection 
with node Y. Node X initiates a path discovery process in 
an effort to establish a route to node Y by broadcasting a 
Route Request (RREQ) packet to its immediate neighbors. 
Each RREQ packet is identified through a combination of 
the transmitting node's IP address and a broadcast ID. The 
latter is used to identify different RREQ broadcasts by the 
same node and is incremented for each RREQ broadcast. 
Furthermore, each RREQ packet carries a sequence 
number which allows intermediate nodes to reply to route 
requests only with up-to date route information. Upon 
reception of an RREQ packet by a node, the information is 
forwarded to the immediate neighbors of the node and the 
procedure continues until the RREQ is received either by 
node Y or by a node that has recently established a route to 
node Y. If subsequent copies of the same RREQ are 
received by a node, these are discarded. When a node 
forwards a RREQ packet to its neighbors, it records in its 
routing table the address of the neighbor node where the 
first copy of the RREQ was received. This helps the nodes 
to establish a reverse path, which will be used to carry the 
response to the RREQ. AODV supports only the use of 
symmetric links. A timer starts running when the route is 
not used. If the timer exceeds the value of the 'lifetime', 
then the route entry is deleted. 

 Routes may change due to the movement of a node 
within the path of the route. In such a case, the upstream 
neighbor of this node generates a 'link failure notification 
message' which notifies about the deletion of the part of the 
route and forwards this to its upstream neighbor. The 
procedure continues until the source node is notified about 
the deletion of the route part caused by the movement of 
the node. Upon reception of the 'link failure notification 
message' the source node can initiate discovery of a route 
to the destination node. 

b)  Modified AODV (R-AODV) 

Most of on-demand routing protocols, except multipath 
routing uses single route reply along the first reverse path to 
establish routing path. In high mobility, pre-decided reverse 
path can be disconnected and route reply message from 
destination to source can be missed. In this case, source 
node needs to retransmit route request message. AODV 
protocol uses a single route reply message which may be 
lost in a network with mobile nodes. Transmission control 
protocols uses acknowledgements to confirm successful 
data transmission. When TCP is used as a transport layer 
protocol in MANET which employs AODV at network 
layer, it deteriorates the performance of the network when 
mobility is high. The main purpose of study is to increase 
the possibility of establishing routing path with less RREQ 
messages than the other protocol has, when topology 
changes by nodes mobility. 

The modified AODV (R-AODV) [4] protocol discovers 
routes on-demand using a reverse route discovery 
procedure. During route discovery procedure source node 
and destination node plays some role from the point of 
sending control messages. Thus after receiving RREQ 
message, destination node floods reverse request (R-
RREQ), to find source node. When source node receives an 
R-RREQ message, data packet transmission is started 
immediately. 

III. SIMULATION SETUP

The R-AODV [4] protocol incorporates a route reply 
similar to route request in AODV [3]. To verify the 
hypothesis, R-AODV is implemented by changing the 
source code of AODV in NS2 simulator [5] to enable 
multiple route reply packets. The simulation setup is 
described in Table I. 

PARAMETER VALUE

PLATFORM UBUNTU 11.10

NS VERSION NS- 2.35

NO. OF NODES 10 

SIMULATION TERRAIN SIZE 500 M  X 400 M

SIMULATION TIME 80 SECONDS

APPLICATION LAYER CBR 

TRAFFIC  SOURCE UDP 

Table I. Simulation parameters 

Validation module is build by constructing a scenario of 
10 mobile nodes using TCL script. The awk script is run on 
the trace file obtained after the simulation in Linux Kernel 
to obtain the statistics of throughput, delay and packet 
delivery ratio. Comparison between AODV and R-AODV is 
made under UDP considering the extracted statistics. 
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a). Performance Metrics: 

• Throughput: Throughput is the total of all packets 
successfully delivered to destination over total-time 
and result is found as Kbps. 

• Average End-to-End Delay: Indicates how long it took 
for a packet to travel from the source to the application 
layer of the destination. Calculated in ms.  

• Packet Delivery Ratio (PDR)/Packet Delivery Fraction 
(PDF): Is the ratio of the number of packets 
successfully received by all destinations to the total 
number of packets injected into the network by all 
sources.  This is calculated in terms of percentage. 

IV. SIMULATION RESULTS

In this section a comparative analysis of the 
performance metrics of both the on demand routing 
protocols AODV and R-AODV with UDP as the traffic 
source for 10 mobile nodes is done. Simulations are 
performed for five times and the average value is 
calculated in order to achieve accurate results as in mobile 
ad hoc networks, mobile nodes keep on moving at various 
times.

Figure 1. shows NAM window with data transfer among 
two source-destination pairs 0-9 & 1-8.

Figure 1.Screenshot of data transfer 

Figure 2. shows throughput obtained for AODV and R-
AODV routing protocols for a 10 node network. From 
figure it is clear that R-AODV gives better throughput 
performance compared to AODV protocol. 

Figure 2. Throughput comparison graph of AODV & R-AODV 

End to end delay is more for AODV compared to R-
AODV as shown in figure 3. This is due to the fact that 
route discovery in AODV consumes more time compared to 
R-AODV and may be reinitiated more number of times. 

Figure 3. End to end delay comparison graph of AODV & R-AODV 

Figure 4. shows the packet delivery ratio obtained for 

AODV and R-AODV.  From figure it is clear that when an 

average value is considered then packet delivery ratio is 

approximately same for both routing protocols. 
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Figure 4. Packet delivery ratio comparison graph of AODV & R-AODV 

Table II.  Shows the average values of throughput, end 
to end delay and packet delivery ratio, calculated after five 
iterations.  

No of 

Execut

ions 

Throughput in 

Kbps 

End to End delay 

in msec 

Packet delivery 

ratio in % 

AODV RAODV AODV RAODV AODV RAODV

1 73.70 78.02 19.56 10.82 99.82 99.59 

2 73.58 78.09 15.82 13.82 99.65 99.67 

3 73.45 78.28 13.93 11.21 99.48 99.91 

4 73.52 77.96 16.79 12.19 99.57 99.51 

5 73.46 77.90 12.06 10.61 99.48 99.43 

AVG 73.54 78.05 15.63 11.73 99.60 99.62

Table II. Average values 

CONCLUSION

Successful delivery of route reply message is very 
important in a MANET as a lot of route discovery effort is 
wasted if a reply message is lost, moreover a new route 
discovery process has to be reinitiated. In the proposed R-
AODV protocol frequent route discovery is avoided due to 
multiple route reply messages resulting in less routing 
overhead. Thus, from simulation results R-AODV protocol 
has better throughput and average end to end delay.  
Further multiple route reply messages in MANET results 
in approximately same packet delivery ratio.

In this paper the two on-demand routing protocols AODV 
& R-AODV are analyzed and their performances have been 
evaluated with respect to three performance metrics using 
UDP as the traffic source. This paper can be enhanced by 
analyzing other MANET routing protocols with different 
traffic sources.
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Abstract—This paper describes the designing of a Low Voltage, 

Low Dropout (LVLD) Regulator with fast self-reacting (FSR) 

technique in 0.18 µm CMOS process. The LVLD Regulator 

provides 1.2 V regulated output voltage. The design procedure 

includes pass transistor, error amplifier, fast self-reacting path 

and bandgap reference (BGR) circuit. The pass transistor is 

designed for a desired minimum dropout voltage. The error 

amplifier has been developed with a gain of 65 dB and UGB of 

atleast 1 MHz. Curvature compensated CMOS BGR with 1.8 V 

supply has been developed to produce 0.8 V output voltage with 

better temperature coefficient. 

Index terms—LVLD, pass transistor, error amplifier, FSR, BGR, 

curvature compensation. 

I. INTRODUCTION

Industry is pushing towards complete system-on-chip (SoC) 
design solutions among which one is power management. The 
study of power management techniques has increased 
spectacularly within the last few years corresponding to a vast 
increase in the use of portable, handheld battery operated 
devices. The aim of the power management scheme is to 
decrease the power consumption by prolonging battery life. 
Today Voltage regulators are found in nearly every electronic 
device. They provide the DC voltage for all the electronic 
circuits used in modern day applications. These applications 
range from High-speed multiprocessors to multi function cell 
phones. Voltage regulators can be split into two categories-
Linear voltage regulators (LVR) and Switch mode power 
converters (SMPC). 

An LVR can be considered as a building block of every 
power supply used in microelectronics. A dynamically 
adjusting resistor is sufficient to regulate the voltage. These 
convert a noisy input voltage into a stable and clean supply 
voltage by implementing the dynamically changing resistor 
pass element. Even though the SMPC offers higher efficiency, 
the switching noise affects the functionality of the circuits 
driven by it. The output noise available in commercial LVR is 
lower than SMPC. LVLD is one such LVR. LVLD regulators 

are used to provide efficient power management in mobile 
phones. 

The proposed scheme gives less dropout voltage [1], 
desired line regulation, load regulation, PSRR and output 
voltage. Section II described the architecture of LVLD 
regulator with FSR technique, Section III deals with Op-amp 
designing, Section IV discusses the bandgap reference (BGR) 
biasing circuit, Section V describes the designing of LVLD 
regulator, Section VI shows the simulation results of LVLD 
regulator, the conclusion is given at last. 

II.LVLD REGULATOR WITH FSR TECHNIQUE

The block diagram of LVLD regulator with FSR technique 
is as shown in Fig.1. The key features are fast load transient 
responses, high loop gain, very low quiescent current and 
small on chip compensation capacitance. 

Figure 1. LVLD regulators with fast self-reacting (FSR) technique. 

The proposed regulator has one main feedback loop and 
three ultra fast self-reacting paths. The need for the FSR paths 
are to decrease the output voltage when load current increases 
instantly where it achieves the name regulator. The designing 
of entire LVLD regulator includes pass transistor, feedback 
resistor, error amplifier and bandgap reference (BGR) circuit.
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III. OPERATIONAL AMPLIFIER

The Operational amplifier (op-amp) is the fundamental 
building block of analog integrated circuit design. Here it is 
designated to be used as an error amplifier. It is designed to 
achieve the desired gain and UGB of atleast 1 MHz. The 
schematic of this op-amp is shown in Fig. 2. The loop gain is 
achieved from the line and load regulations. Gain of the op-
amp is given as, 

Av  =   (1) 

Figure 2. Operational Amplifier 

Loop gain is distributed between the error amplifier, pass 
transistor and feedback resistor ratio. Majority contribution is 
attributed to the op-amp. The gain of 75 dB and a phase 
margin of 74.92o are obtained. The simulated gain plot and 
phase plot are obtained as shown in Figure 3. 

Figure 3. Gain and Phase plot

IV. BANDGAP REFERENCE BIASING

The bandgap voltage reference, which was firstly proposed 
by Widlar and was further developed by Kuijk and Brokaw, is 
the one commonly used in many advanced designs and many 
commercial products since it can provide a predictable 
reference voltage. The proposed reference scheme can provide 
from 0 V to near supply voltage by adjusting current mirror 

and resistor. The schematic of bandgap reference circuit is 
shown in Figure 4. 

Figure 4. Bandgap Reference circuit 

It combines the positive TC[3] of the thermal voltage with 
the negative TC of the diode forward voltage in a circuit to 
achieve a voltage reference with a zero TC. The temperature 
dependence of BGR is shown in Fig. 5. 

Figure 5. Temperature dependence of BGR 

The PSRR plot is shown in Figure 6.

Figure 6. PSRR of BGR 

The obtained PSRR is 72 dB at 1 KHz and provides a 
stable voltage independent of supply, process and temperature. 

V. DESIGNING OF LVLD REGULATOR

The pass transistor is designed to deliver a drain current of 
100 mA. Careful designing of it is required to have low 
dropout. The feedback resistor should have a relation one is 
twice the other. The dropout can be written as 

Vdropout   =  VDSAT   =  (2) 

The curvature compensation scheme[3] is used pushes the 
pole at the gate terminal of the power transistor and pole at the 
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LVLD regulator output towards higher frequency than the 
UGF. The overall circuit works like a single pole system and 
hence has high phase margin with good stability. The 
schematic of the LVLD regulator is shown in Figure 7. 

Figure 7: LVLD regulator 

VI. SIMULATION RESULTS OF THE LVLD REGULATOR

The frequency response was obtained for zero load current 
and full load current. The response for zero load current is 
shown in Fig. 8. The response for full load current of 100 mA 
is shown in Fig. 9. For full load current LVLD regulator 
achieves phase margin of 98o and loop gain of 75 dB. For 
Zero load current LVLD regulator achieves phase margin of 
63o and loop gain of 65 dB. Fig. 10 shows the line regulation 
of the LVLD regulator. Fig. 11 shows the load regulation of 
LVLD regulator. Transient response of LVLD regulator for 
load current step and line voltage step is shown in Fig. 12 and 
Fig. 13. The PSRR of LVLD regulator is shown in Fig. 14. 
Obtained results are shown in Table I. 

Figure 8: Frequency response for zero load current 

Figure 9: Frequency response for full load current 

Figure 10: Line regulation of LVLD regulator 

Figure 11: Load regulation of LVLD regulator 
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Figure 12: Transient response for load current step 

Figure 13: Transient response for line voltage step 

Figure 14: PSRR of LVLD regulator 

TABLE I.
OBTAINED RESULTS

Parameter Obtained value 

Technology 0.18 µm 

ILOAD(max) 100 mA 

Load regulation 0.162 mV/mA 

Line regulation 1 mV/V 

PSRR 52 B

CONCLUSIONS

In this paper a LVR type Low Voltage Low Dropout 
(LVLD) Regulator using Fast Self-Reacting (FSR) technique 
is presented. The proposed reference scheme provides from 0 
V to near supply reference voltage. An operational amplifier 
designed with desired gain and UGB used as an error 
amplifier. Curvature compensation technique is used for 
stability of the circuit. The regulator has PSRR about 52 dB, 
Load regulation of 0.162 mV/mA, Line regulation of 1mV/V. 
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Abstract—This paper represents a new dimension of the 

Flexible AC Transmission System (FACTS) called as 

Distributed Power-Flow Controller (DPFC). The aim of this 

paper is to develop a new type of power-flow controlling 

device that o!ers the same control capability as the UPFC, 

at a reduced cost and with increased reliability. The new 

device, the so-called Distributed Power Flow Controller 

(DPFC), is a further development of the UPFC.  The DPFC 

eliminates the common DC link within the UPFC, to enable 

the independent operation of the shunt and the series 

converters which enhances the effective placement of the 

series and shunt converters. 

Index Terms—FACTS, Power Flow Controlling Devices, 

UPFC, DPFC. 

I. INTRODUCTION  

A. Power Flow Controlling Devices 

Power flow is controlled by adjusting the parameters of 
a system, such as voltage magnitude, line impedance and 
transmission angle. The device that attempts to vary 
system parameters to control the power flow can be 
described as a Power Flow Controlling Device 
(PFCD)[3].Depending on how devices are connected in 
systems, PFCDs can be divided into shunt devices, series 
devices, and combined devices (both in shunt and series 
with the system), as shown in Figure 1. 

.

Figure 1. Simplified diagram of shunt, series and 

combined devices 

Based on the implemented technology, PFCDs can be 

categorized into mechanical-based devices and power 

electronics (PE)-based devices.

Mechanical PFCDs consist of fixed or mechanical 

interchangeable passive components, such as inductors or 

capacitors, together with transformers. Typically, 

mechanical PFCDs have relatively low cost and high 

reliability. However, because of their relatively low 

switching speed (from several seconds to minutes) and 

step-wise adjustments of mechanical PFCDs, they have 

relatively poor control capability and are not suitable for 

complex networks of the future.

PE PFCDs also contain passive components, but 

include additional PE switches to achieve smaller steps 

and faster adjustments. There is another term – Flexible 

AC Transmission System (FACTS) - that overlaps with 

the PE PFCDs. According to the IEEE, FACTS is defined 

as an ‘alternating current transmission system 

incorporating power electronic based and other static 

controllers to enhance controllability and increase power 

transfer capability’. Normally, the High Voltage DC 

transmission (HVDC) and PE devices that are applied at 

the distribution network, such as a Dynamic Voltage 

Restorer (DVR), are also considered as FACTS  

controllers. Most of the FACTS controllers can be used 

for power flow control. However, the HVDC and the 

DVR are out of the scope of the PFCD. The relationship 

between the PFCDs, FACTS controllers and mechanical 

controller is shown in Figure 2.

Figure 2. Relationship between the PFCDs, FACTS controllers and 

mechanical controller 

PE PFCD devices can be further subcategorized into 

two types according to the applied switch technologies: 

thyristor-based devices and Voltage Source Converter 

(VSC) based devices. Thyristor PFCDs use inverse-

parallel thyristors in series or in parallel with passive 

components. By controlling the firing angle of the 

thyristors, the impedance of the device can be adjusted. A 

thyristor can be controlled to turn on but not to turn off. 

It will turn off automatically when the current goes 

negative. Consequently, the thyristor can only be turned 

on once within one cycle. The switching frequency of 

thyristor PFCDs is therefore limited to the system 

frequency (50/60Hz), resulting in low switching losses. 

Because thyristors can handle larger voltages and currents 
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than other power semiconductors, the power level of 

thyristor PFCDs are also higher. The thyristor PFCDs are 

simpler than VSC PFCDs, allowing them higher 

reliability. However, the waveforms of voltages and 

currents generated by thyristor PFCDs contain a large 

amount of harmonics, thereby requiring large filters.

VSC PFCDs employ advanced switch technologies, 

such as Insulated Gate Bipolar Transistors (IGBT), 

Insulated Gate Commutated Thyristors (IGCT), or Metal 

Oxide Semiconductor Field Effect Transistors 

(MOSFET) to build converters. Because these switches 

have turn-on and turn-off  capability, the output voltage 

of a VSC is independent from the current. Consequently, 

it is possible to turn the switches on and off  within the 

VSC multiple times within one cycle. Several types of 

VSCs have been developed, such as multi-pulse 

converters, multi-level converters, square-wave 

converters, etc. These VSCs proved a free controllable 

voltage in both magnitude and phase. Due to their 

relatively high switching frequency, VSC PFCDs make 

practically instant control (less than one cycle) possible. 

High switching frequencies also reduce low frequency 

harmonics of the outputs and even enable PFCDs to 

compensate disturbances from networks. Therefore, VSC

PFCDs are the most suitable devices for future power 

systems.

On the other hand, there are some challenges facing 

VSC PFCDs. Firstly, because large amounts of switches 

are connected in series or in parallel to allow the high 

voltage and high current through, the VSC PFCDs are 

expensive. In addition, due to their higher switching 

frequency and higher on-state voltage in comparison with 

thyristors, VSC PFCD losses are higher as well. 

However, with developments in power electronics (such 

as Silicon-carbide, Gallium-Nitride and synthetic 

diamond), VSC PFCDs can become more feasible and 

cost-effective in the future.

According to the above considerations of different 

types of PFCDs, it can be concluded that PE combined 

PFCDs (also referred to as combined FACTS) have the 

best control capability among all PFCDs. They

inherit the advantages of PE PFCDs and combined 

PFCDs, which is the fast adjustment of multiple system 

parameters. The Unified Power Flow Controller (UPFC) 

and Interline Power Flow Controller (IPFC) are currently 

the most powerful PFCDs; they can adjust all system 

parameters: line impedance, transmission angle, and bus 

voltage.

II. UPFC AND IPFC

A. UPFC (Unified Power Flow Controller) 

The Unified Power Flow Controller is comprised of a 

STATCOM and a SSSC coupled via a Common DC link   

to allow bi-directional flow of active power between the 

series output terminals of the SSSC and the shunt output 

terminals of the STATCOM. Each converter can 

independently generate (or) absorb reactive power at its 

own AC terminal. The two converters are operated from a 

DC link provided by a DC storage capacitor. The 

configuration of a UPFC is shown in Figure 3. 

Figure 3. UPFC Configuration

The series converter executes the main function of the 

UPFC by injecting a voltage, with controllable magnitude 

and phase angle, in series with the transmission line. It is 

controlled to provide concurrent active and reactive series 

compensation without an external energy source. By 

means of the series voltage injection without angular 

constraint, the UPFC is able to control, concurrently or 

selectively, the transmission angle, impedance and line 

voltage or, alternatively, active and reactive power flow 

through the line. The link voltage injected by the series 

converter results in active and reactive power exchange 

between the series converter and the transmission line. 

The reactive power is generated internally by the series 

converter (like SSSC), and the active power is supplied 

by the shunt converter that is transported through the 

common DC. The basic function of the shunt converter is 

to supply or absorb the active power demanded by the 

series converter. The shunt converter controls the voltage 

of the DC capacitor by absorbing or generating active 

power from the bus, therefore it acts as a synchronous 

source in parallel with the system. Similar to the 

STATCOM, the shunt converter can also provide 

independently controllable reactive compensation for the 

bus.

B.IPFC (Interline Power Flow Controller) 

The Interline Power Flow Controller (IPFC) consists 

of the two (or more) series converters in different 

transmission lines that are inter-connected via a common 

DC link, as shown in Figure 4. Unlike other FACTS 

devices that aim to control the parameter of a single 

transmission line, the IPFC is conceived for the 

compensation and control of power flow in a multi-line 

transmission system [4]. 

Figure 4. IPFC Configuration 
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Each converter can provide series reactive 

compensation of its own line,  just as an SSSC can. As 

the converters can exchange active power through their 

common DC link, the IPFC can also provide active 

compensation. This allows the IPFC to provide both 

active and reactive compensation for some of the lines 

and thereby optimize the utilization of the overall 

transmission system. Note that the active power supplied 

to one line is taken from the other lines. If required, the 

IPFC can be complemented with an additional shunt 

converter to provide active power from a suitable shunt 

bus.

However, the UPFC and IPFC are not widely applied 

in practice, due to their high cost and the susceptibility to 

failures. Generally, the reliability can be improved by 

reducing the number of components; however, this is not 

possible due to the complex topology of the UPFC and 

IPFC.

III. DISTRIBUTED POWER FLOW CONTROLLER(DPFC)

To reduce the failure rate of the components by 

selecting components with higher ratings than necessary 

or employing redundancy at the component or system 

levels are also options. Unfortunately, these solutions 

increase the initial investment necessary, negating any 

cost-related advantages. Accordingly, new approaches are 

needed in order to increase reliability and reduce cost of 

the UPFC and IPFC at the same time. 

The elimination of the common DC link also allows 

the DSSC concept to be applied to series converters. In 

that case, the reliability of the new device is further 

improved due to the redundancy provided by the 

distributed series converters. 

Unlike in UPFC where the active power transfer is 

through the DC link between the series and shunt 

converters [7] here in DPFC this power flow is through 

the transmission lines at the third harmonic frequency 

which is a zero-sequence component and can be naturally 

blocked by a Y-∆ transformer. The DPFC makes use of 

the distributed FACTS (D-FACTS) in the design of the 

series converter, which is to use multiple single-phase 

converters instead of one large rated three phase 

converter while the shunt converter remains as static 

synchronous compensator (STATCOM) as in UPFC. 

These large numbers of series converters provides 

redundancy, thereby increasing the system reliability. As 

the D-FACTS converters are single-phase and floating 

with respect to the ground, there is no high-voltage 

isolation required between the phases. Accordingly, the 

cost of the DPFC system is lower than the UPFC. The 

controllability of the DPFC is same as that of the UPFC 

which refers to the adjustment of the line impedance, the 

transmission angle, and the bus voltage. The operation 

principle, the modeling and control, and experimental 

demonstrations of the DPFC are presented in this paper 

and the corresponding laboratory results that are carried 

out on a scaled prototype are also shown. 

IV.DPFC OPERATING PRINCIPLE AND CONTROL

A.DPFC Operating Principle 

Within the DPFC, the transmission line presents a 

common connection between the AC ports of the shunt 

and the series converters. Therefore, it is possible to 

exchange active power through the AC ports. The method 

is based on power theory of non-sinusoidal components. 

According to the Fourier Analysis, non- sinusoidal 

voltage and current be expressed as the sum of sinusoidal 

functions in different frequencies with different 

amplitudes. The active power resulting from this non-

sinusoidal voltage and current is defined as the mean 

value of the product of voltage and current. Since the 

integrals of all the cross product of terms with different 

frequencies are zero, the active power can be expressed 

Where Vi and Ii are the voltage and current at the ith

harmonic frequency respectively, and φi is the 

corresponding angle between the voltage and current. 

Equation (3.1) shows that the active powers at different 

frequencies are independent from each other and the 

voltage or current at one frequency has no influence on 

the active power at other frequencies. The independence 

of the active power at different frequencies gives the 

possibility that a converter without a power source can 

generate active power at one frequency and absorb this 

power from other frequencies. 

By applying this method to the DPFC, the shunt 

converter can absorb active power from the grid at the 

fundamental frequency and inject the power back at a 

harmonic frequency. This harmonic active power flows 

through a transmission line equipped with series 

converters. According to the amount of required active 

power at the fundamental frequency, the DPFC series 

converters generate a voltage at the harmonic frequency, 

thereby absorbing the active power from harmonic 

components. Neglecting losses, the active power 

generated at the fundamental frequency is equal to the 

power absorbed at the harmonic frequency. For a better 

understanding, Figure 5 indicates how the active power is 

exchanged between the shunt and the series converters in 

the DPFC system. 

The high-pass filter within the DPFC blocks the 

fundamental frequency components and allows the 

harmonic components to pass, thereby providing a return 

path for the harmonic components. The shunt and series 

converters, the high pass filter and the ground form a 

closed loop for the harmonic current. 

Figure 5. Active power exchange between DPFC converters 
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B.DPFC Control 

To control multiple converters, a DPFC consists of 

three types of controllers: central control, shunt control 

and series control, as shown in Figure 5. 

The shunt and series control are localized controllers 

and are responsible for maintaining their own converters’ 

parameters. The central control takes care of the DPFC 

functions at the power system level. The function of each 

controller is listed below. 

Figure 5. DPFC control block diagram 

(a) Central control: The central control generates the 

reference signals for both the shunt and series converters 

of the DPFC. Its control function depends on the specifics 

of the DPFC application at the power system level, such 

as power flow control, low frequency power oscillation 

damping and balancing of asymmetrical components. 

According to the system requirements, the central control 

gives corresponding voltage reference signals for the 

series converters and reactive current signal for the shunt 

converter. All the reference signals generated by the 

central control concern the fundamental frequency 

components.

(b) Series control: Each series converter has its own 

series control. The controller is used to maintain the 

capacitor DC voltage of its own converter, by using 3rd

harmonic frequency components, in addition to 

generating series voltage at the fundamental frequency as  

required by the central control. 

Figure 6. Control scheme of the series converter 

(c) Shunt control: The objective of the shunt control is to 

inject a constant 3rd harmonic current into the line to 

supply active power for the series converters. At the same 

time, it maintains the capacitor DC voltage of the shunt 

converter at a constant value by absorbing active power 

from the grid at the fundamental frequency and injecting 

the required reactive current at the fundamental frequency 

into the grid. 

Figure 7. Control scheme of the shunt converter: 

(a) for the fundamental frequency components 

 (b) for the 3rd harmonic frequency components 

V. SIMULATION RESULTS

The DPFC model is developed in the MATLAB 

Simulink environment. The main layout and simulation 

results are shown. 

(a) Main Layout

          (b)  Input Voltage(Vs) Input Current 
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(c) Series Converter Output 

(d) Line Current 

(e) Active Power and Reactive Power 

CONCLUSIONS

The DPFC basic control is developed based on the 

dynamic model. The basic control stabilizes the level of 

the capacitor DC voltage of each converter and ensures 

that the converters inject the voltages into the network 

according to the command from the central control. The 

shunt converter injects a constant current at the 3rd 

harmonic frequency, while its DC voltage is stabilized by 

the fundamental frequency component. For the series 

converter, the reference of the output voltage at the 

fundamental frequency is obtained from the central 

control and the DC voltage level is maintained by the 3rd 

harmonic components. The control parameters of the 

basic control are determined. Both the model and the 

basic control are verified in Matlab Simulink. 

Utilizing the DPFC to damp low-frequency power 

oscillation is investigated. The DPFC is used to damp the 

inter-area oscillatory modes. Because the DPFC can 

simultaneously adjust three system parameters, namely 

the bus voltage, the line impedance and the transmission 

angle, a maximum of three POD controllers can be 

applied to one DPFC. Within the thesis, the POD 

controller is designed using the residue method and a 

two-area network is used in the case study. From the 

simulation, it can be seen that the DPFC can shift three 

critical oscillatory modes at the same time. Therefore, it 

can be concluded that the DPFC has the same capability 

as the UPFC for power oscillation damping. 

Employing the DPFC for asymmetry compensation is 

studied. Because of the active power exchange between 

the shunt and the series converters, the DPFC can 

compensate both active and reactive asymmetry at the 

fundamental frequency. In addition, since the series 

converter is single-phase converter, the DPFC can 

compensate for both zero and negative sequence 

components. Accordingly, the DPFC currently is the most 

versatile device for asymmetry compensation among all 

FACTS devices. 
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Abstract--- Space Vector Pulse Width Modulation 

(SVPWM), one of the advanced computation based 

PWM techniques, has many advantages over 

conventional carrier-based PWM methodologies. This 

paper presents a systematic approach and simplified 

algorithm of space vector pulse width modulation 

(SVPWM) for a two-level & three level three-phase 

inverter, which can operate in under modulation and 

over modulation modes. This method is called as 

Carrier Based Space Vector Pulse Width Modulation 

(CBSVPWM) which is based on description of 

controllable redundant parameters in the modulating 

signals. The CBSVPWM methods can be described in 

a unified mathematical formulation, and obtain the 

same outputs similarly as of corresponding SVPWM. 

The simulation and analysis of CBSVPWM to the two 

and three level inverters fed to Permanent Magnet 

Synchronous Motor drives and their differences and 

advantages are also presented. 

Index Terms- Multilevel Inverters, Space Vector Pulse 

Width Modulation (SVPWM), Carrier Based Space 

Vector Pulse Width Modulation (CBSVPWM), 

Permanent Magnet Synchronous Motor (PMSM). 

I. INTRODUCTION

The smaller voltage steps created by a multilevel 

converter lead to the production of higher power 

quality waveforms and also reduce the dv/dt

stresses on the load, especially in AC motors, and 

reduce the electromagnetic compatibility problems 

[1]. Permanent magnet synchronous motors 

(PMSM) are widely used in high-performance 

drives such as industrial robots and machine tools 

for their advantages high power density, high-

torque, and free maintenance and so on. In recent 

years, the magnetic and thermal capabilities of the 

PM have been considerably increased by 

employing the high-coercive PM materials [2]. In 

last few years permanent magnet synchronous 

motor (PMSM), consequently is acquired in more 

and more far-ranging application, because of its 

properties such as small volume, light weight, high 

efficiency, small inertia, rotor without heat 

problem, etc. [3].

A variable voltage can be obtained by varying 

the input DC voltage and maintaining the gain of 

the inverter constant. On the other hand if the DC 

input voltage is fixed and it is not controllable, a 

variable output voltage can be obtained by varying 

the gain of the inverter, which is normally 

accomplished by PWM/SVPWM control with in 

the inverter. The output voltage waveform of a 

practical inverters are non sinusoidal and contains 

certain harmonics. For high power applications low 

distorted sinusoidal waveforms are required. It is 

possible to achieve high-voltage low-distortion ac 

waveforms by increasing the number of dc levels 

that are available in the inverter. Thus the concept 

of Multilevel Inverters is introduced.     Multilevel 

inverters are an array of power semiconductors and 

capacitor voltage sources, the output of which 

generate voltages with stepped waveforms [4]. 

Using enough levels the multi level inverter 

generates approximately a sinusoidal voltage 

waveform with very low harmonic distortion. 

There are three types of multilevel inverters as 

NPC multilevel inverters, cascade multilevel 

inverter and dc capacitor clamped multilevel 

inverter.  The most common configuration of 

multilevel inverters is the neutral point clamped 

voltage source inverter structure (VSI-NPC) which 

is widely used in medium voltage drives for rolling 

mills, marine, and traction applications.  

To control multilevel converters, the pulse width 

modulation (PWM) strategies are the most 

effective, especially the space vector pulse width 

modulation (SVPWM) one, which has equally 

divided zero voltage vectors describing a lower 

total harmonic distortion (THD). By and large, the 
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emphasis has been placed on space vector PWM 

(SVPWM) methods. SVPWM offers great 

flexibility to optimize switching waveforms and is 

suited for digital implementation [5]. However, due 

to constant sampling rate used in SVPWM and the 

complications associated with this method when 

we go to n-level, the equivalent carrier-based 

techniques have been developed. 

 Carrier-based space vector modulation 

(CBSVM) is appropriate for inverters with more 

than five levels, where the computational overhead 

for conventional SVPWM is exceeding due to 

many output states. Wenxi Yao proposed carrier-

based space vector modulation technique [8], 

which are harmonically equivalent, with the best 

spectral performance being achieved when the 

nearest three space vector states are selected with 

the middle two vectors centered in each half carrier 

switching interval. This strategy is known as carrier 

based space vector modulation (CBSVM).  

 The speed or torque of a Permanent Magnet 

Synchronous Motor can be controlled by various 

modulation strategies for inverter. In this paper 

control of PMSM in open loop system using the 

best modulation strategy known as CBSVM 

technique is simulated for two and three level 

inverters and shown that Permanent Magnet 

Synchronous Motor performance is improved. The 

three level performance of PMSM is improved 

when compared to the two level inverter using 

CBSVM technique. The performance of the PMSM 

can be further improved. 

II. MULTILEVEL INVERTERS

The demand for high voltage inverter drives and 

for power transmission has been rising in the recent 

years. For such applications, standard PWM 

voltage source inverters with only two switches per 

phase place requirements on the blocking voltage 

of the switches that cannot be met with a single 

device. Currently, to overcome this challenge we 

are using multilevel converters. Multilevel inverter 

technology has emerged recently has a very 

important alternative in the area of high-power 

medium-voltage energy control. 

Multilevel inverters include an array of power 

semiconductors and capacitor voltage sources, the 

output of which generate voltages with stepped 

waveforms. Commutation of the switches permits 

the addition of the capacitor voltages, which reach 

high voltage at the output, while the power 

semiconductors must withstand only reduced 

voltages. Figure 1.[6] shows a schematic diagram 

of one phase leg of inverters with different number 

of   levels. 

Figure 1. One phase leg of an inverter with (a) two level  (b) 

three level (c) ‘n’ level 

The action of the power semiconductors is 

represented by an ideal switch with several 

positions. A two-level inverter generates an output 

voltage with two values (levels) with respect to the 

negative terminal of the capacitor while the three-

level inverter generates three voltages, and so on. 

The term multilevel starts with the three-level 

inverter. By increasing the number of levels in the 

inverter, the output voltages have more steps 

generating a staircase waveform, which has a 

reduced harmonic distortion. However, a high 

number of levels increases the control complexity 

and introduces voltage imbalance problems.  

III. CARRIER-BASED SVPWM 

Carrier based SVPWM allow fast and efficient 

implementation of SVPWM without sector 

determination. The technique is based on the duty 

ratio profiles that SVPWM exhibits. By comparing 

the duty ratio profile with a higher frequency 

triangular carrier the pulses can be generated, based 

on the same arguments as the sinusoidal pulse 

width modulation [8]. 

The power circuit of a three-phase voltage-

source inverter (VSI) is shown in Figure 2., Va, Vb,

and Vc are the three   output voltages applied to the 

star-connected motor windings, and where Vdc is 

the continuous inverter input voltage. This is a two-

level inverter consisting of six power transistors S1 

through S6, which are controlled by switching 

signals.

Figure 2. Three-phase VSI bridge circuit 
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When an upper transistor is switched on, the 

corresponding lower transistor is switched off. 

There are eight different combinations (000), (100), 

(110), (010), (011), (001), (101), and (111). The 

first and last states do not cause a current to flow to 

the motor, and hence, the line-to-line voltages are 

zero. The other six states can produce voltages to 

be applied to the motor terminals. If the inverter 

operation starts by state (100) to be state 1, it is 

possible to compute the voltage space vectors for 

all inverter states which are shown in the complex 

space vector plane in Fig.3 [3]. The six active 

voltage space vectors are of equal magnitude (2/3) 

Vdc and mutually phase displaced by 60o, as shown 

in Figure 3.

Figure 3. Voltage space vectors for a three-phase VSI

Note that the switching states of each arm 

should be combined with each other to compose 

the required three-phase output voltage. Because 

each pole voltage has only two levels according to 

the related switching state, the time duration in 

which the different voltages are maintained is 

definitely related to the voltage modulation task. 

Therefore, the modulation task can be greatly 

simplified by considering the relation between the 

time duration and the output voltage[9]. We now 

focus on the effective voltage that makes an actual 

power flow between inverter and load. Fig.4 shows 

the switching states of sector 1 at different times 

during two sampling intervals. TS denotes the 

sampling time and Teff  denotes the time duration in 

which the different voltage is maintained. Teff  is 

called the “effective time”. For the purpose of 

explanation, an imaginary time value will be 

introduced as follows: 

Vas*,Vbs*and Vcs* are the A-phase, B -phase, 

and C-phase reference voltages, respectively. This 

switching time could be negative in the case where 

negative phase voltage is commanded. Therefore, 

this time is called the “imaginary switching time”. 

Figure 4. Actual gating time generation for continuous SVM 

Now, the effective time can be defined as the 

time duration between the minimum and the 

maximum value of three imaginary times, as given 

by 

                            Teff =Tmax-Tmin

Where Tmin = min(Tas,Tbs,Tcs)

                           Tmax = max (Tas,Tbs,Tcs)

When the actual gating signals for power 

devices are generated in the PWM algorithm, there 

is one degree of freedom by which the effective 

time can be relocated anywhere within the 

sampling interval.  

Therefore, a time-shifting operation will be 

applied to the imaginary switching times to 

generate the actual gating times (Tga,Tgb,Tgc ) for 

each inverter arm, as shown in Fig. 4. This task is 

accomplished by adding the same value to the 

imaginary times as follows: 

                          Tga=Tas+Toffset

                          Tgb=Tbs+Toffset

                          Tgc=Tcs+Toffset

Where Toffset is the ‘offset time’. 

This gating time determination task is only 

performed for the sampling interval in which all of 

the switching states of each arm go to 0 from 1. 

This interval is called the “OFF sequence”. In the 

other sequence, it is called the “ON sequence.” In 

order to generate a symmetrical switching pulse 

pattern within two sampling intervals, the actual 

switching time will be replaced by the subtraction 

value, with sampling time as follows: 
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Tga=Ts-Tga

Tgb=Ts-Tgb

Tgc=Ts-Tgc

IV. MODELLING OF PMSM

The stators of the PMSM and the wound rotor 

synchronous motor (SM) are similar and there is no 

difference between the back EMF produced by a 

permanent magnet and that back EMF produced by 

an excited coil. Hence the mathematical model of a 

PMSM is similar to that of the wound rotor SM 

[11], [12]. 

The stator d, q equations of the PMSM in the 

rotor reference frame are: 

Where

Where P is the pole pairs, p is the d/dt operator, 

νq and νd are the q, d axis voltages, iq and id are the 

q, d axis stator currents, Lq and Ld are the q, d axis

inductances, λq and λd are the q, d axis stator flux 

linkages, while r and ωr are the stator resistance 

and rotor speed, respectively. λm is the flux linkage 

due to the rotor magnets linking the stator. 

The electromechanical torque developed by the 

motor is: 

By substituting the values of λq and λd in the 

above   equation 

The relationship between the electromechanical 

torque and the load torque is given as: 

For dynamic simulation, the equations of PMSM 

presented above must be expressed in state-space 

form as the following: 

V. SIMULATION AND RESULTS
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Figure5. Simulink model for three phase two level inverter fed      

PMSM Drive 

A. Simulation Results of two level inverter fed 

PMSM drive using CBSVPWM 
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         Figure 6.Output Phase Voltage of a two level inverter 
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          Figure 7.Output Line Voltage of a two level inverter 
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Figure 8.Output Line current of a two level inverter 
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Figure 9.Output Speed of a two level inverter 
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Figure 10.Output Torque of a two level inverter 

B. Simulink model of three-level inverter fed 

PMSM Drive using CBSVPWM:   
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Figure 11.Simulink model for three phase three level inverter fed 

PMSM Drive 

C. Simulation Results of three level inverter fed 

PMSM drive using CBSVPWM 
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Figure 13.Output Phase Voltage of a three level inverter 
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Figure 14.Output Line Voltage of a three level inverter 
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Figure 15.Output Line current of a three level inverter 
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Figure 17.Output Speed of a three level inverter 

Determination of harmonic distortion: By 

performing FFT analysis we can determine the 

harmonic distortion in the line current and line 

voltages.

Figure 18.Determination of THD of line voltage of two level 

inverter 

Figure 19.Determination of THD of line current of two level 

inverter

Figure 20.Determination of THD of line current of three level 

inverter

Figure 21.Determination of THD of line voltage of three level 

inverter

CONCLUSION

        Table I. 

Comparison of THD of Two and Three level inverters fed 

PMSM Drive using CBSVPWM 

THD 
Two level 

inverter

Three level 

inverter 

Line voltage 51.22 26.27 

Line current 4.99 3.11

54                   CVR College of Engineering           



ISSN 2277-3916                      CVR Journal of Science and Technology, Volume 3, December 2012 

In this paper, simulation analyses concerning the 

applications of CBSVPWM control strategy on the 

two and three level inverters fed Permanent 

Magnet Synchronous Motor are presented. Carrier 

Based Space Vector Pulse Width Modulation gives 

the same results as that of Space Vector Pulse 

width Modulation, more over it reduces the 

calculation of dwelling times which simplifies the 

method .From this analysis author can conclude 

that multilevel inverter can eliminate the harmonics 

produced by the normal inverter. From the 

simulation results obtained we can say that the total 

harmonic distortion reduces by increasing the 

number of levels in the output voltage. The 

switching losses are also reduced by using this 

technique. 

The THD from Table1, for the three level and 

two level are obtained and observed that the three 

level produces less harmonics and better speed, 

torque characteristics compared to two level. 

Therefore as the level increases we can further 

decrease the harmonic content and can improve the 

performance of the drive. Not only this  

CBSVPWM can easily implemented for n-level 

inverters.  
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Abstract— The main idea of this paper is to interface  two 

most powerful technologies LabVIEW (Laboratory Virtual 

Instrument Engineering Workbench) ,PLC(Programmable 

Logic Controller) and internet control  which are ruling the 

industries and lead to many new features like acquiring data 

at faster rate, controlling the process accurately, providing 

multi-tasking operations, remote controlling and several 

other features. The aim of this paper is to provide more 

effective and efficient process control and automation  by 

interfacing Allen-Bradley PLC with LabVIEW 10.0 

software using OPC Server which is a complete 

communication server providing plant and floor device 

connectivity for a wide variety of platforms. Also to control 

the industrial processes remotely with web publishing tool 

which can implement a powerful real-time performance  

monitoring and control system using graphical 

programming with LabVIEW. Thereby creating a 

multivendor system, in Automation Company which can 

choose and apply the best products and systems for any 

given application often requires investing a significant 

amount of money on system integration. A Hydraulic Drive 

System is connected to PLC I/O module and controlled 

remotely through Internet using OPC as an interface 

between PLC and LabVIEW. 

Index Terms—LabVIEW, PLC, web publishing, remote 

monitoring, control, automation 

I. INTRODUCTION  

Most manufacturers pressing need of making hardware

and software work together. The main problem of 

manufacturers is interfaces not standard. The proprietary 

system not integrates among each other. The solution is 

having a standard that provides real plug-and-play 

software technology for process control and factory 

automation for every system, every device and every

driver can freely communicate, connect and integrated. 

The standard is OPC (OLE for Process Control) where 

OLE is Object Linking and Embedding. OPC will mean 

the dawning of a new day for users of industrial software 

and hardware.

 Also remotely control applications over a wide area 

had been commonly used in the industries today. One of 

the common applications requires remote control and 

monitoring is Stepper motor drive system. Drive system 

has various types of controller, in order to perform some 

actions such as control the speed, forward and reverse 

turning direction of the motor. This approach can be done 

by Programmable Logic Controller (PLC), and with the 

rise of the technology, will be used in order to achieve the 

remote control system. Plus the PLC today can be 

controlled not only using its original software, but 3rd 

party software as well, such as LabVIEW.  Whereas the 

OPC Server will provide interface between LabVIEW 

and PLC. 

With this en-user will receive benefit not only from the 

improvement in salability and integration, but also from 

continual improvement in technology. Vendors of 

industrial application, who until now spent time and 

money on developing software incompatible with other 

vendors' products, will now make an effort to develop 

high-quality products totally compatible with all 

applications. Improvement in function, quality and 

service will be possible throughout the industry. And 

enabling the remote panels feature of LabVIEW in a 

process that walks the user through the creation of a Web 

page that automatically embeds the appropriate 

LabVIEW application into the new Web Page. 

This paper implements the idea of adding advanced 

analysis and control functionality to any PLC using the 

OPC servers with LabVIEW software and web based 

control for real time systems to solve the problem of 

remote monitoring and control. 

II. OPC SERVER FOR LABVIEW – PLC INTEGRATION

A Programmable Logic Controller (PLC) is a digital 

computer used for automation of processes which is 

designed for multiple inputs and outputs. Programs to 

control machine operation are typically stored in battery-

backed or non-volatile memory. A PLC is an example of 

a hard real time system since output results must be 

produced in response to input conditions within a 

bounded time, otherwise unintended operation will result.

But one major disadvantage of PLCs is lack of 

standardization. This causes a lot of confusion if the PLC 

used for an application is replaced by one from a different 

manufacturer, or if a PLC programmer is replaced by a 

person with a different understanding of PLC 

programming. The Ladder Logic or FBD Logic which are 

used to program PLCs are very tedious to work with. This 

makes the programming a very challenging and difficult 

job.

LabVIEW ties the creation of user interfaces (called 

front panels) into the development cycle. LabVIEW 

programs/subroutines are called virtual instruments (VIs). 

Each VI has three components: a block diagram, a front 

panel, and a connector panel. The last is used to represent 

the VI in the block diagrams of other, calling VIs. 

Controls and indicators on the front panel allow an 

operator to input data into or extract data from a running 

virtual instrument. However, the front panel can also 

serve as a programmatic interface. Thus a virtual 

instrument can either be run as a program, with the front 

panel serving as a user interface, or, when dropped as a 
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node onto the block diagram, the front panel defines the 

inputs and outputs for the given node through the 

connector pane. This implies each VI can be easily tested 

before being embedded as a subroutine into a larger 

program.

The graphical approach also allows non-programmers 

to build programs simply by dragging and dropping 

virtual representations of lab equipment with which they 

are already familiar. With LabVIEW Creating our 

application is as simple as dragging and dropping 

graphical functions and wiring the objects together to 

form a dataflow program with LabVIEW which is a 

graphical programming. Before OPC, we had to write 

separate client application code to communicate with 

each device. 

OLE for Process Control (OPC), which stands for 

Object Linking and Embedding (OLE) for Process 

Control, is the original name for a standard specification 

developed in 1996. OPC servers provide a method for 

many different software packages to access data from a 

process control device, such as a PLC (Programmable 

Logic Controller) or DCS (Distributed Control System). 

Traditionally, any time a package needed access to data 

from a device, a custom interface, or driver, had to be 

written. The purpose of OPC is to define a common 

interface that is written once and then reused by any 

business, SCADA, HMI, or custom software packages.

Once an OPC server is written for a particular device, 

it can be reused by any application that is able to act as an 

OPC client. OPC servers use Microsoft’s OLE 

technology (also known as the Component Object Model, 

or COM) to communicate with clients. COM technology 

permits a standard for real-time information exchange 

between software applications and process hardware to be 

defined.

The basic concept in OPC is that we have an OPC 

Server and one or more OPC Clients that communicate 

with the server in order to write or read data. An OPC 

server has implemented a set of services, and the clients 

are using these services. At a high level, an OPC server is 

comprised of several objects: the server, the group, and 

the item. The OPC server object maintains information 

about the server and serves as a container for OPC group 

objects. The OPC group object maintains information 

about itself and provides the mechanism for containing 

and logically organizing OPC items.

An OPC Client can connect to OPC Servers provided 

by one or more vendors. Tags are used a lot in the process 

industry and are normally assigned to a piece of 

information. A tag consists of a name describing a single 

point of information so a process system can consists of 

hundreds and even thousands of tags. The OPC server has 

one tag for each measurement points and controller points 

in the plant and it is the responsibility of the OPC server 

to get the information from the controllers. This is one of 

the reasons for the complexity of the servers; they need to 

have drivers for a lot of controllers and measurement 

systems.

OPC Servers provides a single consistent interface to 

communicate with multiple devices, saving you from 

learning new communication protocols or spending time 

understanding new applications. The combination of OPC 

Servers and LabVIEW provides a single platform for 

delivering high performance measurements and control to 

both new and existing industrial systems. The OPC 

servers connect through the OPC client in LabVIEW 

Data logging and Supervisory Control (DSC) Module to 

enable you develop a fully fledged HMI/SCADA system 

with PLCs, PACs and smart sensors.

The OPC Servers provides a single consistent interface 

to communicate with multiple devices, saving from 

learning new communication protocols or spending time 

understanding new applications. The combination of OPC 

Servers and LabVIEW provides a single platform for 

delivering high performance measurements and control to 

both new and existing industrial systems.

LabVIEW software can communicate with any 

programmable logic controller (PLC) in a variety of 

ways. OPC Servers are available for virtually all PLCs.

Now, this cross connectivity between LabVIEW and 

PLC is done through OPC server which results in 

complete control of PLC hardware under LabVIEW 

software as shown in figure 1. 

Figure1. PLC LabVIEW Interface with OPC Server 

At the other end we use LabVIEW to connect to this 

OPC server through OPC Client. OPC Client is software 

that connects OPC servers provided one or more vendors 

as shown in Figure 2.

Figure 2. OPC Client and Server 

III. HYDRAULIC DRIVE SYSTEM

A Hydraulic Drive System is connected to PLC I/O 

module and controlled remotely through Internet using 

OPC as an interface between PLC and LabVIEW. The 

Hydraulic drive/actuator is used for loading and 

unloading application as shown in Figure 3. 
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Figure 3. Loading and Unloading with Hydraulic Actuator 

Hydraulic systems are used to control & transmit 

power .A pump driven by prime mover (electric motor) 

creates flow of fluid. An actuator is used to convert the 

energy of the fluid back into mechanical power. Amount 

of output power developed depends upon the flow rate, 

pressure drop across the actuator & its overall efficiency.

Fluid enters through inlet port into piston end or blank 

end–pressure build up-force generation on piston-

movement of piston –extension or forward stroke. 

Retraction or return by compression spring or under the 

influence of gravity.

This Hydraulic System is shown in figure 4. 

Figure 4. Hydraulic Drive System 

Initially the motor is switched ON and then the 

Hydraulic drive/ Actuator arm is operated based on the 

requirement and conditions. The condition for activating 

the Hydraulic drive/ Actuator arm upwards is set when 

the micro switch sensor (forward) of lower position is 

active .When the Hydraulic drive/ Actuator arm moves up 

the upper micro switch sensor is activated and the 

condition is reset. 

 The condition for bringing Hydraulic drive/ Actuator 

arm downwards (retract) is when the micro switch of 

upper position is active .When the Hydraulic drive/ 

Actuator arm reaches the lower position, the lower micro 

switch sensor is activated and the condition is reset. To 

have forward (up) or Reverse (down) movement of the 

hydraulic cylinder piston, activate the corresponding 

solenoids with PLC. 

IV. REMOTE MONITORING AND CONTROL WITH WEB

PUBLISHING FOR LABVIEW – INTERNET APPLICATION

Remote Monitoring and Control can be performed in 

LabVIEW by using the Web Publishing Tool. LabVIEW 

uses its own web server to publish the front panel to a 

web browser so the VI can be accessed remotely. Web 

Publishing Tool is a tool which can help to publish VIs 

(Virtual Instrument which is a LabVIEW program) on the 

internet. It generates a URL which can be used to access 

the VI from any computer with an active internet 

connection. From the Tools Menu in LabVIEW, select 

the Web Publishing Tool, The web publishing tool dialog 

box appears. Change the Viewing Options either Monitor 

or Embed as shown in figure 5. 

Monitor is the simplest kind of remote connection and 

it allows a remote computer to view the operation of the 

file. Embed gives a remote connection that allows a 

remote computer to control the operation of the file. Take 

this in steps. Click on Save to Disk. 

Now save the Webpage to the default location with the 

default file name. The web publishing tool should then 

display the web address to use to remotely monitor the VI 

(program) as shown in figure 6. 

Write this web address down as it will be necessary to 

enter this on a different computer to observe the VI. Then 

Click OK to close the Document URL dialog box. Then 

click Start Web Server in the Web Publishing Tool 

Dialog Box and then click Done. Now Run the program. 

One can also select the Preview in Browser button at 

any time to see what your current settings would look like 

in a Web browser. The next screen allows to create the 

document title, header, and footer for the Web page 

where the VI will be published. 

Go to a different computer and open a web browser. 

Enter the website into the Address box of the web 

browser, while the program is running. The Front panel 

should be displayed. 

At this point, one can view the user interface over the 

Web. To obtain control, right-click within the web page 

and select Request Control of VI. Now the VI can be 

controlled remotely. One can now run the VI, interact 

with controls, and view data in indicators as if viewer was 

running the VI from within the development 

environment. Another user at a different location can also 

open a Web Browser and navigate to the specified URL 

and now have their own instance of this VI that can be 

controlled without being affected by any other user 

connected to the URL. 
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Figure5 .Web Publishing of Remote monitoring and Control of Hydraulic Drive Control

Figure 6.Creating URL for the LabVIEW VI by Web Publishing of Remote monitoring and Control of Hydraulic Drive Control
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Figure 7. Front Panel of Hydraulic Drive Control with PLC –LabVIEW interface via OPC 

Figure 8. Block Diagram of Hydraulic Drive Control with PLC – LabVIEW interface via OPC 

Figure 9. Remote monitoring and Control of Hydraulic Drive Control By Internet Access. 
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V. IMPLEMENTATION

Following steps are implemented to achieve desired 

objective to monitor and control Hydraulic 

drive/actuator.

1) Connecting PLC to the computer using an RS232 

serial communication cable and also connecting 

sensor and actuator to PLC I/O module. 

2) Configuring PLC Driver. 

3) Creating new OPC Server 

4) Creating a new Group 

5) Creating Item/Tag

6) Creating new I/O variables. 

7) Selecting data type. 

8) Connect LabVIEW to OPC Tags by Creating an 

I/O  Server. 

9) Creating and Running VI as shown in Figure 7 and

Figure 8. 

10) Publishing this VI through web publishing tool. 

11) Using created URL, monitoring and controlling 

the Hydraulic drive remotely. Thus now the 

control is transferred to remote place as shown in 

Figure 9. 

CONCLUSION

Thus interfacing two most powerful technologies 

ruling the industries lead to many new features like 

acquiring data at faster rate, controlling the process 

accurately, remote controlling and several other 

features. Thus the PLC has been interfaced with 

LabVIEW through OPC Server and hydraulic drive 

system which is a real time processes have been 

controlled. Also the OPC enables a fully scalable 

solution for future changes and expansion. Thus the 

users will be no longer tied or locked in to a single 

vendor.
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Abstract—The main aim of this paper is to develop an 

efficient and low cost voice guided robot that navigates 

based on the voice signals given by the human users using 

LabVIEW 2011 for speech recognition and RF module for 

wireless transmission. The module is aimed at navigating in 

environments with noise and other disturbances very 

effectively. The speech recognition is based on LabVIEW 

2011 .NET frameworks and the VI designed is highly 

flexible and can suit to large variety of applications where in 

the changes are to be in the microcontroller programming 

and the hardware requirements which are relevant to the 

application being designed. The communication to the 

hardware has been established via RS232 cables using 

microcontrollers to the transmission kit and the RF signal to 

communicate with the receiving kit mounted on the mobile 

robot. Unlike the costly DAQs these hardware 

communication are highly cost effective and the systems are 

flexible and can be altered to any utility. Adequate measures 

are taken to reduce the problems of external disturbances 

like noise etc. so that the module will understand the 

command even in very noisy environments. The purpose of 

these modules is to reduce the human loss due interventions 

in hazardous environments such as probation of life under 

debris, bomb detection in target sites etc.

Index Terms—Speech recognition, LabVIEW 2011.NET 

frameworks, RF communication. 

I. INTRODUCTION

As the control action performed by understanding the 

voice commands of the humans brings in highly 

convenient interaction with robots, we have designed 

multi- utility voice recognition. The implementation of 

this voice guided robot involves both hardware and 

software, where in the general block diagram of the 

complete execution is as follows: 

Figure 1.Block diagram

II. DESCRIPTION

The microphone will initially receive the voice signal 

from the human user. The output of this is received by the 

PC via 3.5mm jack. This received information is initiated 

onto to the LabVIEW using the appropriate constructor 

and is programmed to perform desired actions. The 

information from the PC has to communicate to the PCB 

or to the hardware for which a serial communication has 

to be established. This is done by using a USB to RS232 

conversion cable, and the RS232 port is then connected to 

the MAX232 present on PCB which converts TT Logic to 

Binary Logic. The information from MAX232 is the 

received by the micro-controller and will transmit the 

signal according to program via RF Transmitter. The RF 

Receiver will receive the information and is given to the 

micro-controller and the necessary action taking by the 

controller by initiating the driver IC to drive the motors.

Thus as we give the voice commands the robot will 

move continuously by following the above algorithm.

III. IMPLEMENTATION

In this paper the LabVIEW programming and the 

micro controller coding are the major software 

programming involved. The LabVIEW programming 

involves the speech recognition and the speech to text 

conversion along with the serial communication.

A.The LabVIEW Programming 

The constructor speech recognition engine is selected 

as the primary constructor and it is set up to a default 

audio device. Then it is initialized by the grammar to 

make the system understand the voice commands by the 

user.

The commands are predefined here to reduce the noise 

and other disturbances, the commands here are: Go 

Forward, Go Backward, Turn Left, Turn Right and Stop.

By the above commands the grammar is built. It is 

then connected to the text output. This text output is then 

given to case structure that will finally be displayed as the 

text box on the front panel of VI.Further this string output 

is connected to another case structure that will assign the 

action that is specified in the micro controller. The output 

of the above case structure is then connected to the serial 

communication part of the program that will write the 

information using the VISA serial communication 

modules present in LabVIEW. This is then given to the 

transmission kit that is connected to the PC which will 

finally transmit the encoded signal using the encoder.
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Figure 2. Block Diagram of module 

                        CVR College of Engineering                                     63



ISSN 2277-3916       CVR Journal of Science and Technology, Volume 3, December 2012 

IV. RF MODULE

The RF module was built with a transmitter and a 

receiver. Two micro controllers are used here, one in 

the transmitter section and the other in the receiving 

section. In the transmitter the micro controller is coded 

to receive the information the PC and transmit the same 

via RF Transmitter. The second microcontroller is 

coded to receive the information from the receiver and 

take the necessary actions using the driver IC to drive 

the motors. 

Figure 3. Transmitting side 

Figure 4 Receiving side 

Figure 5. The Robot 

This is the final prototype Robot with four metal 

gear dc motors connected to the wheels and the 

receiving kit is mounted over it. It has a battery (12V, 

1.3Ah) mounted on the robot which the supply to both 

robot and the kit. 

RESULT AND CONCLUSION

The codes are deployed onto the micro controller 

and the serial communication is established. The voice 

commands are received and the robot navigates on the 

surface continuously for the commands specified.

The VI and the trans-receiving kit which is designed 

in this is aimed at lowest cost possible in the vicinage. 

This requires no specialized DAQs which are available 

in the market, and are very expensive too. This can be 

installed at various domestic, industrial, military, 

medical and many other fields as per the 

requirement.Though there are various hardware 

modules that performs this speech recognition, this 

LabVIEW based module is most advantageous as it is a 

software and can altered according then there 

innumerable times. Moreover the hardware will require 

higher maintenance and is prone to damage at 

hazardous situations. This module is highly flexible 

and can be used to perform any task by just making 

few changes in the commands and the hardware which 

has to be altered accordingly. Enhancements like 

addition of cameras, sensors, detectors etc. can be 

made suit the requirements. The programs can be run 

in lower platforms also, as well as on Desktops and 

Laptops.  It is flexible on various OS environments like 

Microsoft windows, Apple Mac, Ubuntu (Linix) etc.
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Abstract—In this paper, a liquid level transmitter using 

cylindrical capacitive sensor and an improved linearized 

network for capacitance measurement has been proposed to 

measure the liquid level and to convert level changes into an 

electrical current which can be transmitted to a remote 

indicator. The change in capacitance of cylindrical 

capacitive sensor due to change in liquid level is measured 

by an improved linearized capacitance measuring network. 

The offset capacitance of the cylindrical capacitive sensor 

and the stray capacitances that exist between sensor 

electrodes & metallic tank are measured before the liquid 

level measurement. The measured capacitances are used in 

the proposed capacitance measuring network to minimize 

the effects of offset capacitance and stray capacitances on 

liquid level measurement using dc control voltage and 

operational amplifiers with high input impedance. The 

experimental investigations have been performed to sense 

water level of metallic tank in both increased and decreased 

level conditions. In the first phase of experiment, a 

linearized network has been simulated using LabVIEW 

(laboratory virtual instrument engineering workbench) and 

studied with the test capacitance, and in the second phase, 

the experimentation was done by replacing the test 

capacitance with a cylindrical capacitive sensor for the 

measurement of liquid level. As a result of investigations 

conducted, it has been observed that the variation in liquid 

level from 0 to 25cm having linear relationship with output 

dc voltage in the range of 0 to 5.5V. Corresponding to liquid 

level variations, the dc output voltage further converted into 

an electric current of 4 to 20mA for remote indication and 

control purpose. The experimental results of liquid level 

transmitter are found to have good linearity of about ± 

0.2% and a resolution of about 1 cm. The sensitivities of the 

capacitance measuring circuit and level transmitter have 

been found about 6.5 mV/pF and 250mV/cm respectively. 

Index Terms—Cylindrical capacitor, LabVIEW, 

Capacitance measurement, Phase sensitive detector, 

Linearization.

I. INTRODUCTION  

Sensor technology is in the process of a slow migration 

from discrete dumb instruments, expensive and 

inflexible, to smart, self-calibrating, silicon-based units, 

and the measurement method of choice for discrete 

instruments is moving from a variety of transducer 

technologies, such as magnetic, optical, and piezoelectric, 

to capacitive. Capacitive sensors [1] electronically 

measure the capacitance between two or more conductors 

in a dielectric environment, usually air or a liquid. These 

sensors can directly sense a variety of things—motion, 

chemical composition, electric field—and, indirectly, 

sense many other variables which can be converted into 

motion or dielectric constant, such as pressure, 

acceleration, fluid level, and fluid composition.

Cylindrical capacitive sensor had been originally 

introduced by Chapman [2] for its advantages, which are 

the insensitivity to geometric errors by the averaging 

effect, which is derived from a simple intuition that the 

summation of geometric errors eventually converges to 

zero since the mean of geometric errors is zero and the   

high resolution with large sensing area compared to 

probe-type sensors.

In any process industry, liquid such as water, 

chemicals, and solvents in a storage vessel is required to 

be measured and controlled. The amount of such 

liquid stored can be found by measuring liquid level in a 

container or vessel. The liquid level affects the quantity 

delivered in and out of the container. The pressure and 

flow rate of liquid affects the liquid level of the container.

The change in capacitance of a capacitive sensor due 

to a change in process variable is generally very small. 

Hence, various attempts have been made by different 

investigators [3]–[17] to accurately measure this change 

in capacitance. In the conventional bridge methods, the 

Schering bridge [11] is best suited for the measurement 

of capacitance but the bridge methods are tedious and 

time consuming, as convergence toward balance requires 

several iterative steps. Automatic balancing bridges [12]–

[14] have been developed but with increased complexity 

and cost. The direct-reading technique of capacitance 

measurement reported in [15] though useful, requires 

involved computation for determining the parameters 

from measured voltages. The microprocessor based 

switched-battery capacitance meter proposed in [16] is 

simple, but the measured values do not reflect the 

accepted equivalent circuit parameters applicable to 

sinusoidal excitation. In the method reported [17], the 

unknown capacitance changes the frequency of an 

oscillator and the frequency deviation is used as a 

measure of the capacitance. A new method of measuring 

capacitance, using oscillator circuits [18] requires a 

standard capacitor of value nearly equal to that of the 

nominal value of the unknown capacitor. The above two 

methods have a limitation that the unknown capacitor 
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cannot be tested at a desired frequency and voltage. A 

simple scheme for the measurement of capacitance and 

dissipation factor of capacitor proposed in [19] has less 

resolution and hence it is not suitable for low value 

capacitance measurement. In this scheme, the accuracy of 

the prototype unit for the measurement of capacitance has 

been found as ±0.2%. Hence, it is aimed to improve the 

linearity of capacitance measuring circuit of about ±0.1% 

and to compensate the stray and parasitic capacitances 

exist in the capacitive sensor, capacitance measuring 

circuit.

This paper proposes a design of virtual instrument 

system for the measurement of small level changes using 

improved linearized network for capacitance 

measurement. A uniform right circular cylinder made of 

polyvinyl chloride has been used as a cylindrical 

capacitive sensor in the designed virtual instrument 

system. The offset capacitance of the cylindrical 

capacitive sensor and the stray capacitances that exist 

between sensor electrodes & metallic tank are measured 

before the liquid level measurement. The measured 

capacitances are used in the proposed capacitance 

measuring network to minimize the effects of offset 

capacitance and stray capacitances on liquid level 

measurement using dc control voltage and operational 

amplifiers with high input impedance. In this instrument, 

resolution and linearity have been improved. The output 

current has been found to be linearly related to the level 

changes. The capacitance changes have been measured 

and interfaced to PC-LABVIEW through NI-PXI-4072. 

The proposed system is easy to implement and 

convenient for various applications. 

II. PRINCIPLE OF CYLINDRICAL CAPACITIVE SENSOR

Consider a cross section of solid cylindrical conductor 

of radius r1 surrounded by a coaxial cylindrical shell of 

inner radius r2. The length of both cylinders is L which is

to be much larger than r2− r1, the separation of the 

cylinders, so that edge effects can be neglected. The 

capacitor is charged so that the inner cylinder has charge 

+Q while the outer shell has a charge –Q. To calculate the 

capacitance, the electric field produced by charge on 

cylinder is computed. Due to the cylindrical symmetry of 

the system, gaussian surface is to be chosen as a coaxial 

cylinder with length l<L and radius r where r1<r<r2.

Using Gauss’s law,
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Similarly, for r>r2, the enclosed charge is λl- λl=0, since

the gaussian surface encloses equal but opposite charges 

from both conductors. 

Therefore, the potential difference between two 

cylindrical electrodes is given by 

2

2 1

1

2

0 1

ln( )
2

r

r r r

r

r
V V V E dr

r

λ

πε
∆ = − = − = −∫      (3) 

The change in capacitance, ∆C with respect to the liquid 

column of height, h1 and remaining height, h2 of the 

metallic tank with air as the dielectric is given by 

0 1 1 2 1

2

1

2 ( ( ))

ln( )

h L h
C

r

r

πε ε ε+ −
∆ =               (4) 

Where h1 is the height of liquid column, L is length of 

the cylindrical capacitor, r1 is the radius of solid 

cylindrical conductor , r2 is the inner radius of coaxial 

cylindrical shell and ε0, ε1 & ε2 are the permittivity of free 

space, liquid and air respectively. 

Figure 1. Liquid filled metallic storage tank with cylindrical capacitor. 

The cylindrical capacitor immersed in the liquid filled 

metallic storage tank and it touches the metallic storage 

tank as shown in figure 1. The inner conductive cylinder 

of the capacitive sensor is filled with the air. There is 

another capacitance C0 between the metallic storage tank 

or other metallic objects and the cylindrical capacitor. 

This capacitance may be assumed to be the parallel 

combination of parasitic capacitances exists: between 

metallic vessel and upper part of the probe above the 

liquid level; between metallic vessel and lower part of the 

probe below the liquid level. This capacitance in the 

order of pF may be assumed to be connected in parallel 

with the test capacitance between the liquid column of 

height h1 and the sensing probe. The stray capacitance 

which exists between the electrodes and measuring 

circuit is independent of liquid level to be measured. It 

alters the effective values of measuring circuit 

components. The effective capacitance of the sensor 

consists of the parasitic and stray capacitances. Hence, 

the effective capacitance of the sensing probe, Cs with 

respect to the liquid column of height, h1 may be given by

0sC C C= + ∆    (5) 

Combining (4) and (5), we have
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πε ε ε+ −
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    (6) 

 Or 1 1 2 0sC k h k C= + +                   (7) 

Where
0 1 2

1
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1
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k
r
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πε ε ε−
=    and

0 2
2

2
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2

l n ( )

L
k

r

r

π ε ε
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                              (8) 

Thus, (7) indicates that Cs is linearly related to the 

liquid level, h1.

III. MEASURING CIRCUIT

An improved linearized network using op-amps and 

phase sensitive detector has been designed as shown in 

figure 2 to measure the capacitance of the cylindrical 

capacitive sensor. The amplifiers, A1 and A2 are two 

similar TLC 274CN Precision quad operational 

amplifiers. The phase sensitive detector is a high 

precision balanced modulator/demodulator, AD-630 that 

combines a flexible commutating architecture with the 

accuracy and temperature stability afforded by laser 

wafer trimmed thin film resistors and the multiplier is a 

wideband linear four-quadrant multiplier, MC-1495. A 

sinusoidal voltage Vin, is applied to the capacitance Cs to 

be measured and also it is applied to the multiplier. A 

variable dc control voltage, Vc which is a function of Vin

is connected to the multiplier as other input. For an 

excitation voltage, Vin the current passing through Cs and 

Cm would be is and im respectively.

Figure 2. An improved linearized network for capacitance 

measurement.

The output voltage, Vdc of the circuit is a linear 

function of the capacitance, Cs as established by the 

following expressions. 

in mV V Sin( t)ω=     (9) 

cin
2 1 s 1 m

dVdV
V =-R C -R C

dt dt
              (10) 

Let the control voltage Vc be the function of input 

voltage Vin

c inV kV=                                     (11) 

Where k is the constant and selection of its value 

depends on the offset capacitance of the sensor. 

Therefore using equations (9)-(11), the outputs of A1

and A2 Op-amps, V2 and VO  respectively can be written 

as,
0

2 1 m s mV R V (C kC )Sin( t 90 )ω ω= − + + (12)

0f
O s m 1 m

2

R
V (C kC )R V Sin( t 90 )

R
ω ω= + + (13)

Vin is phase shifted by 900 and is used as the reference 

signal Vref for the phase sensitive detector. The output of 

phase sensitive detector which includes the rectification, 

amplification and filtering is given as 

f
dc s m 1 m

2

4R
V (C kC )R V

R
ω

π
= +                        (14) 

For a fixed value of capacitance Cm, excitation 

frequency ω, R1, R2, Rf, the output of phase sensitive 

detector is a dc voltage directly proportional to Cs to be 

measured. The effect of stray capacitances between the 

capacitor electrodes and the ground on the measurements 

is very small due to use of high input impedance op-amps 

in the measuring circuitry. The effects if any can be 

subtracted in the measurement by adjusting the control 

voltage, Vc.

The equations (7) and (14) give 

1

1 1 2 0

2

4
( )

f m

dc m

R R V
V k h k C kC

R

ω

π
= + + +    (15) 

Where, the value of k is used to compensate the offset 

capacitance, C0 of the sensor. Hence, C0 and kCm are 

cancelled each other. If the Vdc is the circuit output 

voltage, then

1 2 1 2(( ) )dcV h Lα ε ε ε= − +                          (16) 

Where
0 1

2
2

1

8

ln( )

f mR R V

r
R

r

ε ω
α = = constant          (17) 

That is the output voltage is linearly related to change 

in the liquid level if the capacitive transducer is linear. 

The equation (16) depicts the linear relationship between 

the output voltage and changes in level, h1. The output 

voltage signal is amplified to a voltage signal, V1
dc in the 

range of 1–5 V dc, which is finally converted into a 

current signal (I0) in the range of 4–20 mA dc by a 

voltage to current converter. After calibration, the output 

of the level transmitter becomes 4 mA when V1
dc is 1 V 

and liquid level h1 is zero cm and becomes 20 mA when 

V1
dc is 5 V and liquid level h1 is at the maximum range 

(h1max). Hence, the level transmitter voltage output, V1
dc in 

volts and the current output (I0) in milliamperes may be 

written as

1
1

1max

4
1dcV h

h

 
= + 
 

                              (18)

1
0 dcI Vβ=      (19) 
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Where h1max is the maximum value of liquid level 

selected as 25cm and β is constant. From equations (18) 

and(19)

0 1
1max

4
I h

h

β
β

 
= +  

             

(20)

An improved linearized network using op-amps and 

phase sensitive detector has been used for measuring 

capacitance, replacing the variable capacitor by a 

cylindrical capacitor immersed in metallic tank. The 

metallic tank was fitted with a graduated scale so that 

level can be measured. 

Since from (16), 1

1 2

1
( ) dcV

h
ε ε α

≅
−

 for small value 

of ε2L, the relative measurement error E1 expressed in 

percentage may be calculated by the following equation:

1

1 2
1

1

1
(( ) )

100%

dcV
h

E
h

ε ε α
−

−
= ×             (21) 

Where h1 is the measured level; Vdc is the measured 

output voltage.

In terms of percentage of the maximum range, it 

changes to (E2); this may be defined as relative 

measurement error 

1

1 2
2

1max

1
(( ) )

100%

dcV
h

E
h

ε ε α
−

−
= ×   (22) 

Where h1max is the maximum value of liquid level 

change. Again, from the measured values of Vdc at

different values of h1, the best-fit linear characteristic 

may be drawn using the LabVIEW. The linear least 

squares fitting technique which is the simplest and most 

commonly applied form of linear regression, has been 

used to find the best-fitting curve to a given set of points 

(measured values of Vdc at different values of h1 by 

minimizing the sum of the squares of the residuals of the 

points from the curve. The actual values of Vdc be 

obtained from the best-fit linear characteristic at different 

values of h1, and the relative output voltage measurement 

error E3 from linearity may then be defined as: 

3

( )
100%dc actual dc

dc actual

V V
E

V

−

−

−
= ×       (23)    

Where Vdc-actual is the actual values obtained from the 

best-fit linear curve for a given level change, h1.

The virtual instrument for the measurement of small 

liquid level changes is shown in figure 3. The output 

voltage of capacitance measuring circuit has been filtered 

and interfaced to PC-LabVIEW through NI-cDAQ 9174 

in order to transmit over remote location devices. The 

virtual instrument provides low-cost and flexible solution 

for the acquisition of signals as well as transmission of 

analyzed signals over remote location.

IV. EXPERIMENTAL RESULTS

The experiment was performed in two phases. In the 

first phase of the experiment, an improved linearized 

network for capacitance measurement performance has 

been studied with a known variable capacitor and ac test 

signal of sinusoidal voltage (Vin=Vm sin(ωt)), with an 

amplitude Vm of 5V and a frequency of 1.0 kHz. The 

values of components used in the measuring circuit (as 

shown in Fig.2.) are R1=100kΩ, R2=10kΩ, Rf=15kΩ,

Cm=22pF. The amplifiers, A1 and A2 are TLC274CN, 

precision quad operational amplifiers, the phase detector 

is balanced modulator/demodulator, AD-630 and the 

multiplier is a wideband linear four-quadrant multiplier, 

MC-1495. The 4 (4/5) digit TX3 true digital multimeter 

was used for measuring output voltage. An ac waveform 

of a particular frequency and a 90 degrees phase shifted 

waveform of the same frequency are applied to the signal 

and reference inputs of the phase sensitive detector, AD-

630. The dc level of the phase detector output is 

proportional to the signal amplitude and phase difference 

between the input signals. If the signal amplitude is held 

constant, the output can be used as a direct indication of 

the phase. When these input signals are 90° out of phase, 

they are said to be in quadrature and the dc output of AD-

630 will be zero. 

The change in capacitance, ∆C in both increasing and 

decreasing modes has been varied in steps of 1 pF over 

10pF range and at each step, the output voltage was 

measured. The experiment was repeated for different 

values of control voltage, Vc based on values of stray 

capacitance as shown in table 1. Three values of the stray 

capacitances are assumed in table 1 and the 

corresponding control voltages are obtained from the 

measuring network by considering the both sensor offset 

capacitance and the assumed stray capacitances. The 

control voltages at the input of multiplier are measured in 

such a way that which makes the measuring network 

output zero in absence of the test capacitance. 

Experimental characteristic graphs were then drawn by 

plotting the output voltage against the known variable 

capacitance, ∆C for different values of the control 

voltage, Vc  as shown in figure 4. The error bar was 

drawn for the measurement points of output voltage and 

change in capacitance as shown in figure 5. From these 

experimental data the best fit straight-line curve was 

plotted by using LabVIEW 9 in each case, and the 

percentage error of the experimental data from this 

optimum straight line was calculated. The percentage 

deviation curve of the change in capacitance from a 

straight line for different values of Vc is drawn by using 

equation (23), as shown in figure 6. 

In the second phase of experiment, the improved 

linearized circuit for capacitance measurement has been 

used for measuring level, replacing the variable capacitor 

by a cylindrical capacitor immersed in liquid filled 

metallic tank. The cylindrical capacitor of the virtual 

instrument system is the laboratory standard equipment 

with the following specification. 

L:  Length of the cylinder, 300mm 

r1:  Internal radius, 4mm 

r2:  External radius, 15mm 
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ε1:  Dielectric constant of water, 80.4 (at 200C)

ε2:  Dielectric constant of air, 1.0548 (at 200C

ε0:  Permittivity of free space

A. Material: High density polyethylene 

The liquid filled metallic tank was fitted with a 

graduated scale in cm so that level can be measured. The 

offset capacitance of the cylindrical capacitive sensor 

with zero level is Cin = 12.6pF and it has been assumed 

that parasitic capacitances in the measurement as 

C0=10pF. Hence, the base capacitance of capacitive 

sensor with zero level is approximately 22pF. Initially, 

the control voltage of the measuring circuit is adjusted to 

get zero output voltage and then, the tank is filled by a 

tap water having a resolution of 1cm. The output voltages 

for different values of the level with a selected value of 

Vc which depends on the value of stray capacitance, are

measured in both increasing and decreasing modes. The 

variation of the output voltage with the change in liquid 

level is found to be linear as shown in figure 7. The static 

characteristic graph of the level transmitter was drawn by 

plotting transmitter output current of 4 to 20mA against 

liquid level variation from 0 to 25cm. as shown in figure 

8. The linear characteristics over a wide range of level 

with good linearity, and resolution have been described.
Table I.

Control Voltage For Various Values Of Stray Capacitances. 

S.No.

Sensor offset 

capacitance

(pF)

Stray

capacitance

(pF)

Control

Voltage, Vc

(V)

1. 12.6 10 2 

2. 12.6 5 1 

3. 12.6 0 0 

CONCLUSIONS

The basic materials for developing this liquid level 

transmitter are simple high density polyethylene 

cylindrical capacitor and the signal conditioning circuit 

which involves low-cost semiconductor devices. The 

construction technique does not involve any high-cost 

technology compared with existing non-contact type level 

sensors such as ultrasonic gauge and nuclear absorption 

level gauge. From the experimental study, the 

repeatability, linearity, and resolution are satisfactory 

within the tolerable limit of industrial level measurement. 

Hence, the present technique may be treated as a low-cost 

linear alternative technique of level measurement of both 

conducting and non conducting liquids. 

The experimental characteristics of the proposed level 

transmitter shown in figures 4 and 7 for capacitance and 

level measurement, respectively, have been found to be 

quite linear about ±0.1% within a resolution of about 1 

cm. The sensitivities of measuring circuit and level 

transmitter have been found about 6.5mV/pF and 

250mV/cm respectively. The percentage deviation of 

capacitance measurement from the best fit linear graph, 

as shown in figure 6 has found to be within the tolerable 

limit. The human error in taking the reading of the level 

may contribute to a small percentage error as the level 

has been measured by a graduated scale. The offset 

capacitance of the cylindrical capacitive sensor and the 

stray capacitances that exist between sensor electrodes & 

metallic tank are measured and have been used in the 

proposed capacitance measuring network to minimize the 

effects of offset capacitance and stray capacitances on 

liquid level measurement using dc control voltage and 

operational amplifiers with high input impedance. The 

static & dynamic uncertainty analysis of level sensing 

technique could not be performed. From this uncertainty 

analysis, the proposed improved signal conditioning 

technique may be further modified in order to reduce the 

uncertainty of the liquid level measurement. The 

proposed virtual instrument for level measurement has 

very good accuracy and resolution compared to the 

conventional measurements available in literature. 

Figure 3. Block diagram of virtual instrument system for level 

measurement. 

Figure 4. Change in linearized circuit output voltage versus variation 

in capacitance. 
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Figure 5. Error bar for measurement points of output voltage and 

change in capacitance. 

Figure 6. Percentage deviation of the capacitance from straight line 

characteristic. 

Figure 7. Variation in linearized circuit output voltage with change in 

liquid level. 

Figure 8. Variation in output current with change in liquid level of level 

transmitter.
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Abstract: The composite of (1-x) Ni0.53Cu0.12Zn0.35Fe1.88O4 + (x) 

Gd0.2Ce0.8O3(x=0.10,0.20,0.30) were prepared by mixing 

nanocrystalline Ni0.53Cu0.12Zn0.35Fe1.88O4 and 

Gd0.2Ce0.8O3powders at different weights percents.  The 

powders of NiCuZn ferrite were synthesized using sol gel 

method. The powders were densified using conventional 

sintering method at 1000°C/2 hrs. The phase and morphology 

of the composites was observed with X-ray diffraction (XRD) 

and Scanning Electron Microscope (SEM). The frequency 

dependence of real (ε′) and imaginary (ε″) parts of permittivity 

was measured in the range of 1MHz-1.8GHz. 

Index Terms—Composites, X-ray diffraction, Electrical 

properties.

I. INTRODUCTION

Ferrites are usually as core materials in inductor which 

behaves as an impedance device and has a coil for inducing 

inductance to an electronic circuit. A ferrite core typically 

amplifies or multiplies the inductance of a coil by the 

permeability of the core. The chip inductor is fabricated by 

laminating ferrite layers and internal conductors and co-firing 

for monolithic structure [1]. Ferrite chip inductors are one of 

the important components for majority of electronic products 

such as cellular phones, computer notebooks, hard and floppy 

drives etc [2]. The decrease of sintering temperature along 

with increase of densification of the material are desirable 

conditions such that it can be co-fired with silver (Ag) internal 

electrode for MLCI application. The various concentration of 

zinc and copper and optimization of zinc are essential to 

achieve desirable electromagnetic properties in the ferrites 

those have been reported in the literature [3]. This makes Ni 

substituted Zinc ferrites dominant materials for multilayer 

chip inductor (MLCI) applications as they have good 

electromagnetic properties. With development of 

communication technology, the high performance MLCIs 

used in the frequency range from 500 MHz to 2 GHz. The 

MLCIs should have good density, high permeability and low 

dielectric constant assuring the high resonance frequency.  

The addition of ferroelectric material such as BaTiO3 with 

NiCuZn ferrites resulted increase in the cutoff frequency [4]. 

The rare earth substituted materials are becoming the 

promising materials for different applications. Addition of 

small amount of rare earth ions to ferrite samples produces a 

change in electrical and structural properties depending on the 

type of substitution. Zhao et al. [5] investigated that the 

crystallite size of the Ni-Mn ferrites decreased as Gd ions 

were doped. Ahmed et al. [6] reported the electrical properties 

of  Mg-Ti doped ferrites like doped with rare earth ions Er, Ce 

and Nd  increased the resistivity. Sun et al. [7-8] investigated 

the effects of rare earth ions on the properties of 

(Ni0.5Zn0.5)Fe1.98RE0.02O4 (RE = Y, Eu or Gd) nominal 

compositions. The partial substitution of rare earth materials 

increased the density, higher electrical resistivity and relative 

loss factor. Hence in the present study, the NiCuZn ferrite 

particles were mixed with GdC in different weight 

percentages and sintered to form composite ferrite consisting 

of ferrite and rare earth materials. This paper reports the 

preparation, characterization and dielectric properties of rare 

earth doped ferrites composites.

II. EXPERIMENTAL

Analytical grade nickel nitrate, zinc nitrate, copper nitrate, 

iron nitrate and citric acid were used as raw materials to 

synthezied the Ni0.53Cu0.12Zn0.35Fe1.88O4 ferrite material. The 

stoichometric proportions of molar ratio 1:1 of metal nitrates 

and citric acid is dissolved in the deionized water. During this 

process, the solution was continuously stirred using a 

magnetic agitator. Ammonia was added to the solution to 

adjust the pH value to about 9. The precipitate is then heated 

continuously until all the gel burnt out to form powder. The 

powder is then crushed using agate mortor and then heated at 

65oC for 12 hours. The particle size was estimated to be 

around 35 nm for NiCuZn ferrite using XRD. The 

Gd0.2Ce0.8O3 (GdC)is directly purchased from the Cottor 

international manufacture with specified grain size of 50 nm 

and 99.9% purity.

The ferrite powder and (GdC) material is mixed in different 

weight percentages of x=0.10, 0.20, 0.30.  The powder was 

uniaxially pressed at a pressure of 1500 kg/cm2 to form green 

pellets. The pellets were sintered at 1000oC and 

characterization is done using X-ray diffraction (XRD) and 

Scanning electron microscope (SEM). The phase 

identification of the sintered samples was performed using X-

ray diffraction (XRD) with Cu-Ka radiation. The frequency 
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dependence of complex permittivity was measured in the 

range of 1MHz to 1.8GHz using Agilent 4291B 

Impedance/Material Analyzer. 

III. RESULTS AND DISCUSSION

X-ray diffraction patterns of composite ferrite of NiCuZn 

ferrite and (GdC) materials are shown in Figure 1., indicating 

that the sintered powders show the peaks for both the 

materials. Fig.1 also indicates the presence of two crystallite 

phases of NiCuZn ferrite and both (GdC) which coexist in all 

of three sintered composites. The lattice constants of 

composite material is estimated and tabulated in Table 1. from 

the table, it can be observed that the lattice constants 

decreases with increase in rare earth dopants. It was also 

found that the density of the present composites vary 90% that 

of theoretical density and hence the values of porosity vary 

around 10%.

Figure 1. XRD of the composites 

Table I.  Data of lattice constant, grain size and electrical properties 

Figure 2. shows the SEM pictures for conventional sintered 

samples. The average size of the composite ferrite, 

geometrically estimated from SEM photographs of composite 

sintered samples and results are presented in Table I. In the 

images, the black grains are ferrite grains and the white ones 

are ferroelectric grains. With increasing ferrite content, the 

ferrite grains increase and the ferroelectric grains decrease 

continually.

Figure 2. SEM for composites 

The decrease of lattice constant and increase in grain size 

as the rare earth substance increases is due to the deformation 

of the structure. The difference in their ionic radii will lead to 

strains, which may result in domain wall motion resulting in 

deformation of the spinel structure [9]. The rare earth ions 

tendency to prefer the octahedral sites by replacing iron ions 

(Fe3+) [10]. Ferrimagnetism is largely governed by Fe-Fe 

interaction (the spin coupling of the 3d electrons). If the rare 

earth ions enter the spinel lattice, the RE-Fe interactions also 

appears (4f-3d coupling), which can lead to changes in the 

structural, electrical, magnetization and Curie temperature 

[11].

The frequency variation of real (ε′) and imaginary (ε″) parts 

of permittivity for all the samples under investigation was 

measured in the frequency range of 1 MHz to 1.8 GHz and 

obtained results are plotted in Fig.3 & Fig.4. It can be seen 

from the figures that the value of ε׳ remains constant upto a 

frequency 600 MHz and increases further increase of 

frequency. In all the samples a resonance peak and anti 

resonance was observed above 1.49 GHz. This behaviour can 

be explained in the following way: The ε' remains constant in 

the frequency range from 1 MHz to 600 MHz due to the 

hoping electrons will not follow the external applied field. 

Where as the increase of ε' from 600 MHz to 1.49 GHz is may 

be due to the following of hopping electrons, the external 

field. When the hoping frequency of the electrons is equal to 

that of the external applied electric field, a dielectric 

resonance peak is obtained in the dielectric constant.  The 

Sample

Name

Lattice constant 
Grain

Size

(SEM)

nm

ε´

(1GHz)

ε¨

(1GHz)

a(A°)

±0.001 

c(A°)

±0.001 

A 5.351 7.656 92 19.64 0.384 

B 5.276 7.456 104 19.24 0.337 

C 5.125 7.223 117 18.00 0.318 
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decrease of real part of permittivity (ε′) is attributed to the 

introduction of Gd0.2Ce0.8O3which decreases the dipoles in the 

composite materials.

Frequency dispersion of permittivity for composites 

decreases with increasing rare earth dopants content due to the 

decrease in relaxor behavior caused by the incorporation of 

the ferrites [12]. The decrease in permittivity and broadness 

observed is due to incorporation of rare earth dopants which 

dilutes ferroelectric properties which can be observed from 

the figures. It can be observed from the figure that as the rare 

earth dopant increases in the composite materials, the 

ferroelectric transition is shifting towards the higher 

frequency side. 

Figure 3. Variation of Real part of permittivity with frequency for 

composites

Figure 4. Variation of imaginary part of permittivity with frequency for 

composites

The frequency dependence of imaginary part of 

permittivity (ε″) has been measured on all the composites in 

the range of 1MHz to 1.8GHz and obtained results were 

plotted in Figure 4. A figure suggests that the value of ε″ is 

small and remains almost constant from 1 MHz to 600 MHz. 

The ε″ value increases with an increase of frequency from 600 

MHz and finally shows a resonance peak above 1.4 GHz. The 

variation of ε″ with frequency may be explained similar to 

that of ε' variation with frequency.  These relative permittivity 

and imaginary part of permittivity factors is very important 

for Multi-Layer Chip Inductor (MLCI) where ferrite thin 

films are separated by electrodes and the parasitic capacitance 

of this assembly is very important for multilayer devices. The 

capacitance and tan δ/ imaginary part of permittivity should 

be as low as possible for a good inductor material. All the 

composite ferrites shows very low capacitance and loss factor 

(tan δ) for wide frequency range. 

CONCLUSION

High dense (90%), homogeneous and small grained (1-x) 

Ni0.53Cu0.12Zn0.35Fe1.88O4 + (x) Gd0.2Ce0.8O3(x=0.10,0.20,0.30)

were prepared using conventional sintering method at 

1000oC/1200min. The average grain sizes of all the composite 

lies between 90nm and 120nm. The present composites show 

low dielectric constant and low losses at 1MHz and resonant 

frequency of all the sintered samples found to be greater than 

1.4GHz. As the ferrite content increases in the composite 

materials, the ferroelectric transition temperature is shifting 

towards the lower frequency side.
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Abstract—We study a novel hierarchical wireless 

networking approach in which some of the nodes are more 

capable than others. In such networks, the more capable 

nodes can serve as Mobile Backbone Nodes and provide a 

backbone over which end-to-end communication can take 

place. Our approach consists of controlling the mobility of 

the Backbone Nodes in order to maintain connectivity. We 

formulate the problem of minimizing the number of 

backbone nodes and refer to it as the Connected Disk 

Cover (CDC) problem. We show that it can be 

decomposed into the Geometric Disk Cover (GDC) 

problem and the Steiner Tree Problem with Minimum 

Number of Steiner Points (STP-MSP). We prove that if 

these sub problems are solved separately by γ- and δ–

approximation algorithms, the approximation ratio of the 

joint solution is γ+δ. Then, we focus on the two sub 

problems and present a number of distributed 

approximation algorithms that maintain a solution to the 

GDC problem under mobility. We show that this 

approach can be extended in order to obtain a joint 

approximate solution to the CDC problem.  

Index Terms—Approximation algorithms, controlled 

mobility, distributed algorithms, disk cover, wireless 

networks.

I. INTRODUCTION

WIRELESS Sensor Networks (WSNs) and Mobile 

Ad Hoc Networks (MANETs) can operate without any 

physical infrastructure (e.g., base stations). Yet, it has 

been shown that it is sometimes desirable to construct a 

virtual backbone on which most of the multi-hop traffic 

will be routed [6]. If all nodes have similar 

communication capabilities and similar limited energy 

resources, the virtual backbone may pose several 

challenges. For example, bottleneck formation along 

the backbone may affect the available bandwidth and 

the lifetime of the backbone nodes. In addition, the 

virtual backbone cannot deal with network partitions 

resulting from the spatial distribution and mobility of 

the nodes. Alternatively, if some of the nodes are more 

capable than others, these nodes can be dedicated to 

providing a backbone over which reliable end-to-end 

communication can take place. 

A novel hierarchical approach for a Mobile 

Backbone Network operating in such a way was 

recently proposed and studied by Rubin et al. (see [7, 9] 

and references therein) and by Gerla et al. (e.g., [8]). 

We develop and analyze novel algorithms for the 

construction and maintenance (under node mobility) of 

a Mobile Backbone Network. We focus on controlling 

the mobility of the more capable nodes in order to 

maintain network connectivity and to provide a 

backbone for reliable communication. 

A Mobile Backbone Network is composed of two 

types of nodes. The first type includes static or mobile 

nodes (e.g., sensors or MANET nodes) with limited 

capabilities. We refer to them as Regular Nodes (RNs).

The second type includes mobile nodes with superior 

communication, mobility, and computation capabilities 

as well as greater energy resources (e.g., Unmanned- 

Aerial-Vehicles).We refer to them as Mobile Backbone 

Nodes (MBNs). The main purpose of the MBNs is to 

provide a mobile infrastructure facilitating network-

wide communication. We specifically focus on 

minimizing the number of MBNs needed for 

connectivity. Yet, the construction of a Mobile 

Backbone Network can improve other aspects of the 

network performance, including node lifetime and 

Quality of Service as well as network reliability and 

survivability.

The set of MBNs has to be placed such that (i) every 

RN can directly communicate with at least one MBN, 

and (ii) the network formed by the MBNs is connected. 

We assume a disk connectivity model, whereby two 

nodes can communicate if and only if they are within a 

certain communication range. We also assume that the 

communication range of the MBNs is significantly 

larger than the communication range of the RNs. 

Figure 1. Illustrates an example of the architecture of a Mobile 
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We term the problem of placing the minimum

number of MBNs such that both of the above 

conditions are satisfied as the Connected Disk Cover 

(CDC) problem. While related problems have been 

studied in the past [2], [6], [3] this papers are one of the 

first attempts to deal with the CDC problem. Our first 

approach is based on a framework that decomposes the

CDC problem into two sub problems. We view the 

CDC problem as a two-tiered problem. In the first 

phase, the minimum number of MBNs such that all 

RNs are covered (i.e., all RNs can communicate with at 

least one MBN) is placed. We refer to these MBNs as 

Cover MBNs and denote them in Fig. 1 by white 

squares. In the second phase, the minimum number of 

MBNs such that the MBNs’ network is connected is 

placed. We refer to them as Relay MBNs and denote 

them in Fig. 1 by gray squares. In the first phase, the 

Geometric Disk Cover (GDC) problem [1, 3] has to be 

solved, while in the second phase, a Steiner Tree 

Problem with Minimum Number of Steiner Points 

(STP-MSP) [4, 5, 10] has to be solved. We show that if 

these sub problems are solved separately by γ- and δ–

approximation algorithms, the approximation ratio of 

the joint solution is γ+δ.

We develop a number of practically implementable 

distributed algorithms for covering mobile RNs by 

MBNs. We assume that all nodes can detect their 

position via GPS or a localization mechanism. This 

assumption allows us to take advantage of location 

information in designing distributed algorithms. We 

obtain the worst case approximation ratios of the 

developed algorithms and the average case 

approximation ratios for two of the algorithms. Finally, 

we evaluate the performance of the algorithms via 

simulation, and discuss the tradeoffs between the 

complexities and approximation ratios. 

Our first main contribution is a decomposition result 

regarding the CDC problem. Other major contributions 

are the development and analysis of distributed 

approximation 1A δ approximation algorithm for a 

minimization problem always finds a solution with 

value at most δ times the value of the optimal solution. 

Algorithms for the GDC problem in a mobile 

environment, as well as the design of a novel 

Discretization Approach for the solution of the STP-

MSP and the CDC problem.   

II. PROBLEM FORMULATION

We consider a set of Regular Nodes (RNs) 

distributed in the plane and assume that a set of Mobile

Backbone Nodes (MBNs) has to be deployed in the 

plane.  We denote by N the collection of Regular Nodes 

{1,2,...n} , by M={d1
, d2

, …dn} collection of MBNs, and 

by dij the distance between nodes i and j. An RNi can 

communicate bi-directionally with another node j (i.e., 

an MBN) if the distance between i and j, dij <=r, we 

denote by D=2r the diameter of the disk covered by an 

MBN communicating with RNs.  Regarding the MBNs, 

we assume that MBNi can communicate with MBNj if 

dij <= R, where R>r.

We assume that the RNs and MBNs have both a 

communication channel (e.g., for data) and a low-rate 

control channel. For the communication channel, we 

assume the disk connectivity model. Namely, an RN 

can communicate bi-directionally with another node 

(i.e., an MBN) if the distance between i and j, dij <=r. 

We denote by D=2r the diameter of the disk covered by 

an MBN communicating with RNs. Regarding the 

MBNs, we assume that MBN i can communicate with 

MBN j if dij <=R, where R>r. For the control channel, 

we assume that both RNs and MBNs can communicate 

over a much longer range than their respective data 

channels. Since given a fixed transmission power, the 

communication range is inversely related to data rate, 

this is a valid assumption. 

A. Connected Disk Cover (CDC) problem 

Given a set of RNs (N) distributed in the plane, place 

the smallest set of MBNs such that: 

1) For every RNi ε N there exists at least one 

MBN j ε M such that dij <=r 

2) The undirected graph G = (M,E) imposed on 

M (i.e., ∀ k,l M, define an edge (k, l) ε E if dkl

<=R) is connected. 

The RNs are mobile and some of the MBNs move 

around in order to maintain a solution the CDC 

problem. We will study both the case in which the 

nodes are static, and the case in which the RNs are 

mobile and some of the MBNs move around in order to 

maintain a solution the CDC problem. We assume that 

there exists some sort of MBN routing algorithm, which 

routes specific MBNs from their old locations to their 

new ones.

We propose to solve the CDC problem by 

decomposing it into two NP-Complete sub problems: 

the Geometric Disk Cover (GDC) problem and the 

Steiner Tree Problem with Minimum number of Steiner 

Points (STP-MSP). 

B. Geometric Disk Cover (GDC) 

Given a set N of RNs distributed in the plane, place 

the smallest set M of cover MBNs such that: 

1) For every RNi ε N there exists at least one 

MBN j ε M such that dij <=r 

2) A set of cover MBNs is given and there is a 

need to place the minimum number of relay 

MBNs such that formed network is connected. 

The second sub problem deals with a situation in 

which a set of Cover MBNs is given and there is a need 

to place the minimum number of Relay MBNs such that 

the formed network is connected (i.e., satisfies only 

property (2) in the CDC problem definition). This sub 

problem is equivalent to the Steiner Tree Problem with 

Minimum Number of Steiner Points (STP-MSP) [10]. 
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C. Steiner Tree Problem (STP) 

Given a set of cover MBNs ( Mcover ) distributed in 

the plane, place the smallest set of Relay MBNs ( Mrelay

) such that the undirected graph G = (M,E) imposed on 

M = Mcover  U Mrelay(i.e., ∀ k,l M, define an edge (k, l) ε
E if dkl <=R) is connected. 

Figure 2. Tight example of the approximation ratio of the 

decomposition algorithm (a) optimal solution and (b) decomposition 

algorithm solution. 

A tight example of this fact is illustrated in Fig. 2. 

Fig. 2(a) shows an node instance of the CDC problem, 

where ε<<r refers to a sufficiently small constant. Also 

shown is the optimal solution with cost n MBNs. Fig. 

2(b) shows a potential solution obtained by using the 

decomposition framework (with γ=δ=1), composed of 

an optimal disk cover and an optimal STP-MSP 

solution. The cost is n+n-1=2n-1MBNs. This example 

highlights the facts that under the Decomposition 

Framework, the cover MBNs are placed without 

considering the related problem of placing the relay 

MBNs.

III. PLACING THE COVER MBNS—STRIP COVER

Hochbaum and Maass[5, 11] introduced a method 

for approaching the GDC problem by (i) dividing the 

plane into equal width strips, (ii) solving the problem 

locally on the points within each strip, and (iii) taking 

the overall solution as the union of all local solutions. 

Below we present algorithms that are based on this 

method. These algorithms are actually two different 

versions of a single generic algorithm. The first version 

locally covers the strip with rectangles encapsulated in 

disks while the second version locally covers the strip 

directly with disks. We then generalize (to arbitrary 

strip widths) the effects of solving the problem locally 

in strips and use this extension to provide 

approximation guarantees. Finally, we discuss 

distributed implementations of these algorithms.

3.1 Centralized Algorithms 

For simplicity of the presentation, we start by 

describing the centralized algorithms. The two versions 

of the Strip Cover algorithm (Strip Cover with 

Rectangles—SCR and Strip Cover with Disks—SCD)

appear below. In line 6, the first version (SCR) calls the 

Rectangles procedure and the second one (SCD) calls 

the Disks procedure. The input is a set of points (RNs)  

N={1, 2, …n} and their (x, y) coordinates, ( ix, iy ) ∀ i. 

The output includes a set of disks (MBNs) M={d1
, d2

,

…dn} and their locations such that all points are 

covered. The first step of the algorithm is to divide the 

plane into K strips of width αD (D=2r). We denote the 

strips by Sj and the set of MBNs in strip by Msj. Figure  

3. shows an example of the SCR algorithm and in 

particular of step 9 in which disks are placed such that 

they compactly cover all points in the rectangular area 

with -coordinate range. 

Figure 3. Illustrating step 9 of SCR algorithm 

Algorithm 1: Strip Cover with Rectangles/Disks 

(SCR/SCD):

1. Divide the plane into K strips of width qsc =αD

2. Msj , j = 1,…,K 

3. For all strips Sj, j = 1,…,K do 

4. While there exist uncoverd RNs in Sj

5. Let I be the leftmost uncovered RN in Sj

6. Call Rectangles(i) or call Disks(i) 

7. Msj  Msj  dk

8. Return j Msj

Procedure Rectangles(i): 

9. Place an MBN dk such that it covers all RNs in 

the rectangular area with x-coordinates [ix,ix+

D]

10. Return dk

Procedure Disks(i): 

11. Pdk  {set of RNs covered by the current 

MBN dk}

12. While Pdk  i coverable by a single MBN 

(disk) do 

13. Pdk  Pdk  i 

14. If there are no more RNs in the strip then 

15. Break

16. Let i be the nest leftmost uncovered RN in Sj

not currently in Pdk

17. Place MBN (disk) dk, such that it covers the 

RNs Pdk

18. Return dk

3.3 Distributed Implementation 

The SCR and SCD algorithms can be easily 

implemented in a distributed manner. The algorithms 

are executed at the RNs and operate within the strips. 

The SCR algorithm executed at an RN is described 

below. Recall that we denote the RNs within a strip 

according to their order from the left (i.e., i<j if  ix <= 

jx).Ties are broken by node ID. Every RN that has no 

left neighbors within distance D initiates the disk 

placement procedure that propagates along the strip. 

The propagation stops once there is a gap between 

nodes of at least. If an RN arrives from a neighboring 

strip or leaves its MBN’s coverage area, it initiates the 

disk placement procedure that may trigger an update of 
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the MBN’s locations within the strip. Notice that MBNs 

only move when a recalculation is required. Although 

the responsibility to place and move MBNs is with the 

RNs, simple enhancements would allow the MBNs to 

reposition themselves during the maintenance phase. If 

after a recalculation, an MBN is not repositioned, then 

it is not required and can be used elsewhere. The time 

complexity (i.e., number of rounds) is O(n). The 

computation complexity is Olog n). Control 

information has to be transmitted between RNs over a 

Distance D=2r. 

Algorithm 2: Distributed SCR (at RN i) 

Initialization: 

1. Let Gi be the set of RNs j such that j<i and ix – 

jx  D 

2. If Gi =  then 

3. Call place MBN 

Construction and Maintenance: 

4. If MBN placed message received then 

5. Call place MBN 

6. If i is disconnected from its MBN or enters 

from a neighboring strip then 

7. If there is at least one MBN within distance r 

then

8. Join one of these MBNs 

9. Else call place MBN 

Procedure place MBN 

10. Let iR be the rightmost RN s.t (iR)x  ix+

D

11. Place MBN dk covering RNs j, where jx  [ix,

(iR)x]

12. If (iR +1)x - (i
R)x  D then 

13. Send an MBN placed message to iR +1 

Algorithm 3: Simple 1-D [13] with D = 2/3 

1. Initialize the cover greedily {using the SCR 

algorithm} 

2. Maintain the leftmost RN and rightmost RN of 

each MBN rectangle 

3. If two adjacent MBN rectangles come into 

contact then exchange their outermost RNs 

4. If a set of RNs covered by an MBN becomes 

too long {the separation between its leftmost 

ad rightmost RNs become greater than 2/3} 

then

Split off its rightmost RN into a singleton 

MBN 

Check whether rule 4 applies 

5. If two adjacent MBN rectangles fit in a 2/3 

rectangle then 

Merge the two MBNs 

CONCLUSION

The architecture of a hierarchical Mobile Backbone 

Network has been presented only recently. Such a 

design can significantly improve the performance, 

lifetime, and reliability of MANETs and WSNs. We 

concentrate on placing and mobilizing backbone nodes, 

dedicated to maintaining connectivity of the regular 

nodes. We formulated the Backbone Node Placement 

problem as the Connected Disk Cover problem and 

showed it can be decomposed into two sub problems. A 

new approach for the solution of the second sub 

problem (STP-MSP) and of the joint problem (CDC) 

has also been discussed. We showed that when it is 

used to solve the CDC problem in a centralized manner, 

the number of the required MBNs is significantly 

reduced. 
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Abstract—Cloud computing promises a more cost effective 

enabling technology to outsource storage and 

computations. Healthcare systems that are truly open, 

scalable, heterogeneous and capable of supporting the 

personnel. The use of cloud computing in healthcare will 

span both clinical and non-clinical applications. Electronic 

Health Records (EHR) offer patients the opportunity to 

access their own medical records. Apart from EHR, cloud 

computing will also apply to other clinical uses, such as 

physician order entry and software imaging and 

pharmacy use. Non-clinical uses will likewise benefit, 

including management apps for patient billing, claims and 

revenue cycle management. 

Index Terms—Cloud Computing, HealthCare, EHR, 

EMR, HITECH, Google Health, Microsoft Health Vault, 

CloudSim.

I. INTRODUCTION

1.1.1 Cloud Computing 

The technical foundations of Cloud Computing 

include Service-Oriented Architecture (SOA) and 

Virtualizations of hardware and software. The goal of 

Cloud Computing is to share resources among the cloud 

service consumers, cloud partners, and cloud vendors in 

the cloud value chain. Cloud Computing is likely to 

benefit a number of sectors and health being one of 

them. 

1.1.2 Health care in Cloud Computing 

For all the innovations transforming the healthcare 

industry, one area where it remains almost universally 

behind the times is in the use of information 

technology. Even some of the best equipped hospitals 

still rely on telecommunication as the primary 

communications tool for doctors; coordinating care 

schedules and other administrative processes remain 

cumbersome. At the same time, consumers and patients 

have very little transparency on health plan costs and 

covered services, with health insurance websites 

providing very little clarity to alleviate the problem. 

One reason for this slow adoption of installing 

advanced IT solutions is attributed to high equipment 

costs, which usually involves new servers, storage and 

applications. In addition, there are high maintenance 

costs associated with keeping these systems up-and-

running with software patches and upgrades. As a 

result, hospital administrators and boards would rather 

invest their limited financial budgets on new medical 

equipment or hire additional doctors, specialists and 

nurses. For smaller private clinics and doctors, the cost 

of technology is simply too high to even consider the 

option.

There is a way to eliminate the high capital expenses 

while still acquiring the latest IT solutions to improve 

healthcare services using cloud computing. 

Imagine reading your electronic health record on 

your smart phone, or better yet consulting a doctor’s 

opinion live from your tablet! These are great possible 

services enabled by cloud computing applications, 

which will change the nature of the competition 

between healthcare companies. To this end, like in any 

other field, CEOs of the health industry understand the 

paramount importance of cloud in their business. 

Healthcare organizations will continue to see IT 

budgets being squeezed. CIOs and IT managers need to 

find creative approaches to delivering higher levels of 

service to their users. Cloud computing offers a viable 

alternative for many organizations of all sizes and 

health professionals seeking to solve current problems 

while delivering the best possible healthcare service. 

Cloud computing can help clinicians and hospitals to 

coordinate and exchange information more efficiently. 

The use of cloud computing architecture helps in 

eliminating the time and efforts, needed to roll a 

healthcare IT application in a hospital.  

1.1.3 Electronic Health Records 

 An electronic health record (EHR) is an evolving 

concept defined as a systematic collection of electronic 

health information about individual patients or 

populations. It is a record in digital format that is 

theoretically capable of being shared across different 

health care settings. In some cases this sharing can 

occur by way of network-connected enterprise-wide 

information systems and other information networks or 

exchanges. EHRs may include a range of data, 

including demographics, medical history, medication 

and allergies, immunization status, laboratory test 

results, radiology images, vital signs, personal stats like 

age and weight, and billing information. This transition 

provides numerous benefits for patients, health 

insurance companies and medical staff. For example, 
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!
patients gain detailed access to their records, which they 

can share with family members or the doctors of their 

choice, and insurance companies save money by 

avoiding repetition in patient care. 

When lives hang in the balance and speedy treatment 

is required, cloud based EHR and cloud based EMR can 

provide fast and accurate access to patient medical 

information. Many times, doctors and ER physicians 

simply cannot wait for a manual search of patient 

information before beginning treatment. This waiting 

time can be dramatically reduced through the use of 

EMR systems and EHR systems. Cloud based systems 

offer the fastest, safest and most secure medical 

information available to any medical office, clinic or 

hospital. 

1.1.4 CloudSim 

CloudSim goal is to provide a generalized and 

extensible simulation framework that enables modeling, 

simulation, and experimentation of emerging Cloud 

computing infrastructures and application services, 

allowing its users to focus on specific system design 

issues that they want to investigate, without getting 

concerned about the low level details related to Cloud-

based infrastructures and services support for modeling 

and simulation of large scale Cloud computing data 

centers.

1.1.4.1 CloudSim Features: 

• support for modeling and simulation of 

virtualized server hosts, with customizable 

policies for provisioning host resources to 

virtual machines

• support for modeling and simulation of 

energy-aware computational resources  

• support for modeling and simulation of data 

center network topologies and message-

passing applications  

• support for modeling and simulation of 

federated clouds

• support for dynamic insertion of simulation 

elements, stop and resume of simulation  

• support for user-defined policies for allocation 

of hosts to virtual machines and policies for 

allocation of host resources to virtual machines  

II. RELATED WORK

Healthcare providers looking at automating 

processes at lower cost and higher gains. Cloud 

computing can act as an ideal platform in the healthcare 

IT space. A number of hospitals could share 

infrastructure with large number of systems linked 

together. By this pooling the hospitals automatically 

reduce the cost and increase utilization. The resources 

are delivered only when they are required. This also 

means real-time availability of patient information for 

doctors, nursing staff and other support services 

personnel from any internet enabled device. 

2.1 2009 HITECH Act 

The Health Information Technology for Economic and 

Clinical Health Act  set meaningful use of interoperable EHR 

adoption in the health care system as a critical national goal 

and incentivized EHR adoption.The "goal is not adoption 

alone but 'meaningful use' of EHRs — that is, their use by 

providers to achieve significant improvements in care. 

2.2 Google Health 

Google Health is based on open standards 

(Continuity of Care Record for data exchange, SOAP 

for the web-services interoperability), and provides a 

development API, programming libraries and test 

infrastructure. Google guarantees it will protect the 

privacy of the information by giving the user complete 

control over it. To this end, Google Health features no 

advertising. Google Health is oriented towards the U.S 

market, as the third-party services it uses are 

exclusively American. 

2.3 Health Vault 

Health Vault consists of two distinct products – an 

electronic repository for health data and a specialized 

search engine for health information on the World Wide 

Web, both free to users. Health Vault is sometimes 

described as “PayPal for health information” for being 

able to store and share medical information at the 

discretion of its owner, as well as for utilizing similar 

security features. Health Vault stands out from other 

EHR providers because of its extensive partner 

network, particularly in the area of EHR. 

III. SYSTEM DESIGN

3.1 cloud based EHR system 

A cloud based EHR system works in the following 

ways:  

! Relies on the Internet for record storage and 

retrieval 
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! Electronic transmission of patient health 

records and medical information 

! Medical information is accessed using 

standard Internet applications 

! Access on any PC, laptop or smartphone 

3.1.1  EHR Reference Model: 

 

 

Subject: A composition containing clinically relevant 

demographic data of the patient. 

Persistent: Compositions containing information which 

is valid in the long term. 

Event: Compositions containing information whose 

currency is limited to the short term after the time of 

committal. 

Episode_xxx: rather than using a single ‘event’ folder, 

it may be convenient to group event compositions into 

episodes (periods of treatment at a health care facility 

relating to one or more identified problems) and/or 

other categories such as on the basis of type of 

healthcare (orthodox, homeopathic, etc). 

A justification for these particular categories is based 

on patterns of access. The persistent category consists 

of a dozen or so compositions described above, and 

which are continually required by querying (particularly 

lifestyle, current problems and   medications). The 

event category consists of clinical data whose relevancy 

fades fairly quickly, including most measurements 

made on the patients or in pathology. Compositions in 

this category are thus potentially very numerous over 

the patient’s lifetime, but of decreasing relevance to the 

clinical care of the patient in time; it therefore makes 

sense to separate them. 

A patient’s EHRs are typically dispersed over a wide 

range of distributed EMR systems in clouds. Different 

EMR systems have different data schemas to manage 

logical and semantic relationships between data 

elements drawn from various medical domains. Such 

medical domains include patient demographics, labs, 

medications, encounters, imaging and pathology 

reports,and a variety of other medical domains from 

primary, speciality and acute care settings. Each node in 

the hierarchical structure is labeled and the root of the 

hierarchical structure represents a particular EHR 

instance.  

3.2  System Architecture 

 
The above architecture is divided into 

! Presentation-This Presents the Required 

information most effectively. 

! Primary sources of information-where the key 

information about EHR is placed. 

! Middleware-This is the layer which consists of 

various services like technology services, 

security services, collaboration services, 

patient clinical data services, user information 

services etc.. 

! Technological infrastructure-This consists of 

various Distributing Computing technologies 

like CORBA, DCOM etc.. for sharing and 

processing Electronic heath records. 

3.3 EHR Services Offered 

• Infrastructure Hosting 

• Software as a Service 

• Desktop virtualization 

• Unlimited storage capacity 

• Managed backup and server maintenance 

• Top tier security & reliability 

• IT Consulting 

• Remote connectivity 

• Automated calling programs 

• Interactive voice response (IVR) technology 

• VoIP 

IV. COMPARATIVE ANALYSIS 

4.1 Cloud-Based EHR vs. Client-Server 

EHR systems basically fall into two categories: 

cloud-based or client-server. In a cloud-based system, a 

practice’s data is stored on external servers and can be 
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accessed via the web, requiring only a computer with an 

Internet connection. 

Client-server systems store data in house, requiring a 

server, hardware and software be installed in the 

physician’s office. While in-house servers have 

traditionally been the norm, practices are increasingly 

switching to the cloud for a number of reasons. 

4.1.1 Benefits of Cloud-Based EHR

1. Implementation is much simpler with cloud-

based EHR systems: EHR software runs on the 

web instead of the computer, meaning no 

hardware or software installation. Practices 

can prevent interruption of cash flow and get a 

faster return on investment with an 

implementation process much quicker than 

traditional client-server systems. 

2. Practices realize tremendous savings from 

cloud-based EHR systems: One of the largest 

hurdles for small medical practices is the 

initial cost of EHR installation. Client-server 

systems can cost $40,000 or more just to get 
set up, and then the licensing fees, 
maintenance costs, updates and patches cost 
more on top of that. 

Since cloud-based EHR requires no hardware 
installation or software licenses, implementation is a 
fraction of the cost. Practices pay a monthly fee, like a 
utility bill, as part of an arrangement called software as 
a service (SaaS). 

3. IT resource requirements are significantly 
reduced: when practices choose to move 
medical records to the cloud. Instead of 
requiring a team of IT experts to install, 
configure, test, run, secure and update 
hardware and software, all of that is done 
internally in the cloud by the SaaS provider. 
Updates are also done automatically in web-
based systems, so practices are running on the 
most up-to-date version available. 

4. Web-based software provides superior 
accessibility and collaboration: Over client-
server systems because users are able to 
securely log in to the system from anywhere 
they have Internet connection. The ability to 
access the system outside of the office allows 
physicians, staff and patients to collaborate 
more effectively in a secure environment and 
provide better continuity of care. 

5. Scalability is simplified with cloud-based 
systems: Small practices are able to expand 
without the standard IT growing pains. A web-

based EHR system makes it easy to add new 
users, doctors or locations. The flexibility of 
web-based software allows small practices to 
think big and grow without breaking the bank.

V. CONCLUSION

5.1 Summary

Joining up diverse and sometimes discipline-specific 
and culturally specific kinds of clinical information to 
compose a whole-person EHR that can safely, legally 
and usably replace paper records is a complex 
challenge. A Cloud-based solution for healthcare 
requirements can bring quantifiable raw cost savings, as 
well as a number of strategic benefits designed for the 
betterment of the health care systems in a much broader 
sense. "These include operational cost, cost 
restructuring, competency alignment, risk management, 
rapid scalability and deployment benefits.” 

In practice, Today, 41.8 per cent of a healthcare 
organization's IT budget is allocated to a traditional IT 
deployment, whereas in two years' time this will 
decrease to 35.4 per cent, a decline of six percentage 
points. With this change comes an increase in the 
percentage of the overall IT budget allocated to private 
and public Cloud services. For infrastructure suppliers, 
this signals a very real change in how firms will procure 
services and solutions in future. 
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Abstract - The major change in strategy in rehabilitation 

for people with disabilities over the past few years has 

been the expansion of services in the community. This 

has slowly gathered the momentum and has developed 

into a differentiated programme called ‘Community 

Based Rehabilitation’ (CBR). Ideally, a community-

based rehabilitation programme is built on an 

integrated and decentralized managerial approach, in 

which both the service providing agencies and the 

community have a role to play.

A few aspects of management of community based 

rehabilitation were discussed in the research work of 

Shamrock, 2009; Evans et al., 2001; Andrew & Dominic 

2004; Cheausuwantavee, 2005; Kuipers & Harknett, 

2008; Andrew et al., 2009; Cornielje et al., etc.. Not 

much research work has been found addressing the 

issues and aspects related to the management of CBR 

directly and extensively. Hence present research has 

been taken up to study the community based 

rehabilitation implemented by various disability 

rehabilitation organizations, from managerial 

perspectives.

In the study, the efforts have been made to 

understand the CBR projects in  the Indian context by 

studying the prevailing practices of Managerial Aspects 

of CBR and the perception of CBR managers on the 

effectiveness of these Managerial Aspects of CBR. The 

correlation between practices and perception has been 

studied by making use of regression analysis.

The important results of the study include the 

construction of an assessment tool to study the 

prevailing practice of Managerial Aspects of CBR and 

the perception of CBR managers on the effectiveness of 

Managerial Aspects of CBR and the regression equation 

to predict the prevailing practice of Managerial Aspects 

of CBR based on the perception score of CBR 

managers. The study also highlights the relevance of 

managerial aspects of CBR in Indian context. 

Index Terms – Disability, Rehabilitation, Community 

Based Rehabilitation, Managerial Aspects, Non 

Government Organizations, India 
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I. INTRODUCTION 

The major change in strategy of rehabilitation for 
persons with disabilities over the past 25 years has 
been the expansion of services in the community. 
This has slowly gathered the momentum and has 
developed into a differentiated programme called 
‘Community Based Rehabilitation’ (CBR). Among 
the recent strategies adopted for the rehabilitation of 
all persons with disabilities, ‘community based 
rehabilitation’ is of a special interest. This strategy 
has been found to be a viable alternative for the large 
populations of people with disabilities belonging to 
rural areas, especially those who are unable to access 
ongoing conventional rehabilitation services (Thomas 
& Thomas, 2008)[1]. 

Community-based rehabilitation (CBR) emerged in 
the 1970s with the intention to deliver “low-tech 
rehabilitation services” particularly to the large 
number of disabled people living in developing 
countries (Boyce & Lysak, 2000)[2]. Helander E 
(2007)[3] explained that in the late 1980s with the 
emergence of human rights for people with 
disabilities, community based rehabilitation shifted 
towards a greater focus on people and community 
development. Recently, community based 
rehabilitation is defined as “A strategy within 
community development for rehabilitation, 
equalization of opportunities, and social inclusion for 
all children and adults with disabilities” (ILO et al., 
2002)[4].

Helander E (2002)[5] explained that the 
management in the context of CBR consists of all the 
efforts to ensure smooth functioning of the 
programme. This may include planning, policy-
making, training of personnel, provision of resources, 
programme implementation at all levels, monitoring 
and evaluation. In the conventional system, the 
management practices existed in CBR were 
centralized and often practiced from the top to 
downward. If government is involved, it might make 
plans, get involved in the training of personnel, and 
introduce these projects at the district and the 
community level. The governments usually see 
communities as passive recipients of services and in 
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their benevolence they have organized the services. 
As a result, involvement of local people may not be 
as much as it should be. If Non-Government 
Organizations (NGOs) are the service providers, they 
normally limit themselves to managing their own 
center. As long as the rehabilitation services involve 
coordination between a few institutions, the system 
can easily be managed centrally. But, when 
communities are involved in service delivery, large 
resources are needed, both centrally and in the 
periphery. Central direction induces a certain degree 
of passivity in the population. People often view that 
they have to wait for the government to come and 
offer services for them. This becomes frustrating for 
the people. Even governments in most developing 
countries find it difficult to manage the 
implementation of most essential services.

II. REVIEW OF LITERATURE

The review of literature shows that the articles on 
community based rehabilitation covers wide range of 
aspects related to CBR in developing countries. The 
key aspects of CBR throw light on the issues like 
differences in rehabilitation of children, adults, and 
the old age, different needs and services for urban and 
rural populations, gender inequalities in 
rehabilitation, specific approaches to types of 
disabilities, types of rehabilitation, issues involving 
the setting up the services, locus of control etc. From 
the managerial perspective the research work on 
community based rehabilitation seems to be limited. 
Some aspects of management of community based 
rehabilitation were discussed in the research work of 
Shamrock, 2009[6]; Evans et al., 2001[7]; Andrew & 
Dominic 2004[8]; Cheausuwantavee, 2005[9]; 
Kuipers & Harknett, 2008[10]; Andrew et al., 
2009[11]; Cornielje et al., 2008[12]; who talked about 
the project evaluation part of community based 
rehabilitation in various ways. The studies of Powell 
et al., 2002[13]; Vijayakumar et al., 2003[14]; 
Pupulin & Aldén, 2002[15] were related to the quality 
of life of people with disabilities and stakeholders 
participating in CBR projects directly or indirectly. 
Impact analysis of CBR was carried out in detail by 
Chappell & Johannsmeier, 2009[16]; Arne, 2006[17]; 
Boyce & Cote, 2009[18]; Stilwell et al., 1998[19]. 
Though the research work quoted above talks about 
management aspects of CBR in bits and pieces, 
hardly any study was found addressing managerial 
aspects of CBR directly and extensively. Hence, the 
present research was taken up to study the community 
based rehabilitation from managerial perspectives, in 
the Indian context. 

III. RESEARCH MEHODOLOGY

The scope of this study is wide from a concept 
point of view, because it covers broader aspects of 
community based rehabilitation management. In the 
study, efforts were made to understand the CBR 

projects in Indian context by studying the prevailing 
practices of managerial aspects of CBR and the 
perception of CBR managers on the effectiveness of 
these managerial aspects of CBR.

The correlation between practices and perception 
has also been studied by making use of regression 
analysis to test the null hypothesis “prevailing 
practices of managerial aspects of CBR does not 
depends on the perception of CBR managers 
regarding effectiveness of these managerial aspects of 
CBR” while analyzing the results. 

Sample unit for the study was the organizations 
implementing community based rehabilitation in 
India. By using stratified random sampling method of 
probability sample design, one hundred and twenty 
one organizations were chosen for the study. These 
one hundred and twenty one organizations has 
representation from each zone (strata) named as; 
North zone, South zone, East zone, West zone and 
Central zone as presented in Table I. 

TABLE I. 
ZONAL DISTRIBUTION OF SAMPLE 

Zones Frequency Percent

East Zone 13 10.7 

North Zone 24 19.8 

South Zone 53 43.8 

West Zone 25 20.7 

Central Zone 6 5.0 

Total 121 100 

East zone includes Arunachal Pradesh, Assam, 
Bihar, Manipur, Meghalaya, Mizoram, Nagaland, 
Orissa, Sikkim, Tripura and West Bengal while the 
North zone includes Haryana, Himachal Pradesh, 
Jammu and Kashmir, Punjab, Rajasthan, Uttarakhand, 
Uttar Pradesh, Chandigarh and Delhi. The South zone 
represents Andhra Pradesh, Karnataka, Kerala, Tamil 
Nadu, Andaman and Nicobar Islands, Lakshadweep 
and Puducherry while the West zone represents Goa, 
Gujarat, Maharashtra, Dadra and Nagar Haveli and 
Daman and Diu. The Central zone includes the 
Chhattisgarh, Jharkhand and Madhya Pradesh. 

To evaluate the prevailing practices of managerial 
aspects of CBR in India and the perception of CBR 
managers on the effectiveness of managerial aspects 
of CBR, an assessment tool consisting nineteen 
domains was developed. The 114 test items under 
nineteen domains of managerial aspects of CBR were 
derived from the research work of various authors 
viz. Rao, L.G, 2002[20], Kumar & Bhat, 2009[21], 
Silvia T, 2001[22], Kundu et al., 2007[23], Das K et 
al., 2009[24], Hjøllund L, 1983[25], Bontis N, 
1989[26] etc.

In order to establish the validity of assessment tool, 
it was given to fifteen professionals working in the 
field to obtain their agreement on each item. All the 
114 items of the assessment tool were fully agreed 
upon by all the professionals. Further to this, a pilot 
study was also conducted with twenty subjects to find 
out the contribution of each item towards the grand 
score. Pearson’s coefficient of correlation ‘r’ of each 
item with total score was highly significant (p<0.01) 
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and hence, all the 114 items planned were retained for 
the study.

To collect the primary data through survey, 
constructed assessment tool was circulated to all 121 
organizations along with a covering letter by mail, e-
mail and also through personal visits. The 86 
responses received (duly filled assessment tool in all 
aspects), were taken up for the analysis by using 
SPSS software package 10.1 version.

IV. RESULT & DISCUSSION

The analysis of data collected form 86 sample 
organizations indicates that among the selected 
sample, majority of the organizations were from 
South zone and were established during 1981 – 2000.  
Majority of the organizations were implementing 
their CBR projects in sub urban areas and focusing on 
either all types of disabilities or on mental retardation. 
Majority of these organizations were recognized as 
either special school or HRD training centers. In most 
of the cases, their CBR projects were funded by 
government (either state or central) and the annual 
budget of their CBR projects falls between Rupees 5 
Lakhs and 10 Lakhs. In most of these CBR projects, 
the staff strength was between 10 and 20  with the 
staff having qualification of either diploma or 
graduation. Of the CBR managers who responded to 
the assessment tool, majority of were males between 
20 years and 40 years of age. These respondents were 
either diploma holders or postgraduates with work 
experience of 3 to 15 years.   

A. Analysis of mean score

Average score for all the 86 participants was 
calculated for part B and part C of assessment tool. 
The distribution of mean score for all the nineteen 
domains for the sample is presented in table: 02. The 
mean score exhibited in table: 02 indicates that for 
part B of the assessment tool, the mean score  is  the 
lowest in domain “Strategic management” (1.33) and  
the highest in “Individual attention to persons with 
disabilities” (4.50). For part C of the assessment tool, 
the lowest mean (1.47) is for the domain 
“Collaborative working” and the highest (4.52) is for 
“Individual attention to persons with disabilities”. 

In part B, out of nineteen domains, twelve domains 
viz. Strategic management, Collaborative working, 
Strategy and leadership, Building social and 
intellectual capital, Knowledge management, Total 
quality rehabilitation management, Project 
management, Operational effectiveness, Resource 
management, Client relationship management, 
Service values and meaning and Organizational 
culture and management have their mean score lower 
than the total scale mean score (2.54). Whereas seven 
domains viz. Finance management, Human resource 
management, Human resource development, 
Capabilities & ownership, Trust & motivation, The 
rights and needs of persons with disabilities and 
Individual attention to persons with disabilities have 

their mean score greater than the total scale mean 
score (2.54). 

In part C, thirteen domains viz. Strategic 
management, Collaborative working, Strategy and 
leadership, Building social and intellectual capital, 
Knowledge management, Total quality rehabilitation 
management, Project management, Operational 
effectiveness, resource management, client 
relationship management, Finance management, 
Service values and meaning and Organizational 
culture and management have their mean score lower 
than the total scale mean score (2.56). Whereas six 
domains viz. Human resource management, Human 
resource development, Capabilities and ownership, 
Trust and motivation, The rights and needs of persons 
with disabilities and Individual attention to persons 
with disabilities have their mean score greater than 
the total scale mean score (2.56). 

Table  II. 
DISTRIBUTION OF MEAN SCORE

Domains 
Max.
Score

Mean Score 

Part B Part C 

Service values and meaning 05 2.45 2.50 

The rights and needs of PWD 05 4.48 4.50 

Individual attention to PWD 05 4.50 4.52 

Human resource development 05 3.42 3.53 

Resource management 05 2.44 2.51 

Collaborative working 05 1.48 1.47 

Strategy and leadership 05 1.48 1.51 

Trust and motivation 05 3.63 3.50 

Capabilities and ownership 05 3.48 3.50 

Operational effectiveness 05 2.41 2.49 

Human resource management 05 3.41 3.51 

Project management 05 1.59 1.52 

Total quality rehabilitation management 05 1.53 1.53 

Client relationship management 05 2.45 2.49 

Organizational culture and management 05 2.49 2.47 

Finance management 05 2.57 2.49 

Knowledge management 05 1.53 1.52 

Strategic management 05 1.33 1.52 

Building social & intellectual capital 05 1.52 1.53 

Mean 05 2.54 2.56 

Total Score 95 48.19 48.63 

B. Relationship between mean score and 

organizational characteristics 

The analysis of variance though one way ANOVA 
for prevailing practice of managerial aspects of CBR 
as dependent variables and organizational 
characteristic of CBR implementing agencies as 
independent variables indicate that the mean score 
obtained for prevailing practice of managerial aspects 
of CBR is not related to the organization’s zonal 
representation and period of establishment.

The same test statistics indicates that there is a 
significant relationship between mean score of 
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prevailing practice of managerial aspects of CBR and 
the CBR project location, disability focused in CBR 
projects, organizational recognition, funding source, 
annual budget, staff strength, and higher qualification 
of CBR staff. 

C. Relationship between mean score and individual 

characteristics

Considering the mean score obtained for 
manager’s perception as dependent variable and the 
manager’s characteristics as independent variables, 
the analysis of variance though one way ANOVA 
reflects that the perception of manager’s on prevailing 
practice of managerial aspects of CBR is not 
influenced by the gender of CBR managers.  

The perception of CBR manager of the 
effectiveness of prevailing practice of managerial 
aspects of CBR depends on the age of the CBR 
manager, qualification of CBR manager and the work 
experience of CBR manager.

D. Test of null hypothesis

“Prevailing practices of managerial aspects of 
CBR does not depends on the perception of CBR 
managers on the effectiveness of these managerial 
aspects of CBR”

The hypothesis here tries to find out the 
relationship between practices of managerial aspects 
of CBR and the perception of CBR managers on the 
effectiveness of these managerial aspects of CBR. 
The mean score for perception of effectiveness was 
treated as independent variable and the mean score 
for the prevailing practices was treated as dependent 
variable. In order to find out that the practices on 
managerial aspects of CBR depend on the perception 
of CBR managers regarding effectiveness of these 
managerial aspects of CBR, the following tests were 
used:

Pearson product-moment correlation coefficient:
Pearson correlation test statistics in table: 03 indicate 
a strong and positive correlation (r=.754) between 
practices of managerial aspects and the perception 
regarding effectiveness of these aspects.

Table  III. 
CORRELATIONS BETWEEN PRACTICE & PERCEPTION 

Practice

Perception

Pearson Correlation .745** 

Sig. (2-tailed) .000 

N 86 

** Correlation is significant at the 0.01 level (2-tailed). 

This correlation indicates that if the score on 
perception regarding effectiveness of managerial 
aspects of CBR increases, it is more likely to get 
higher score on prevailing practice of managerial 
aspects of CBR.  To establish this relationship 
further, linear regression analysis was performed with 
the collected data by ‘forced entry’ method. 

Linear regression analysis: In the linear regression 
analysis, R square was a measure of the proportion of 
variation in the scores that is explained by the 

variables in the model. The closer to 1 the more 
strongly the variables explain the response. The 
closer to 0 the less strongly the variables explain the 
response. The Table IV. indicates positive and fairly 
strong relationship between predictor (perception) 
and dependent variable (practice) with R value 0.755 
closure to 1 and the R Square 0.570 also closure to 1. 

Table  IV. 
MODEL SUMMARYb FOR PREVAILING PRACTICE 

Model R
R

Square
Adjusted R 

Square
Std. Error of 
the Estimate 

Perception of CBR 
Managers

.755a .570 .565 6.567 

a. Predictors: (Constant), Perception 
     b. Dependent Variable: Practice 

The value of R Square for the prevailing practice 
of managerial aspects of CBR is 0.570 meaning that 
the model composed by the test variable (manager’s 
perception on effectiveness) account for 57%. This 
regression value is fairly high and indicates that the 
perception of CBR managers on the effectiveness of 
prevailing practice of managerial aspects of CBR has 
significant influence on the practices of managerial 
aspects of CBR. The model itself is highly significant 
(ANOVA p = 0.000) and therefore this model is a 
better explanation than using just mean values (Table 
V).

Table V. 
ANOVA b ON PREVAILING PRACTICE 

Model
Sum of 
Squares

df
Mean

Square
F Sig.

Perception of 
CBR Managers

Regression 4794.418 1 4794.418 111.180.000a

Residual 3622.338 84 43.123   

Total 8416.756 85    

     a. Predictors: (Constant), Perception 
b. Dependent Variable: Practices

The model presented in Table VI., composed of 
perception and a constant, where the constant 
represents the percentage of practice if there was no 
information on perception. The beta value (column B) 
for the constant is -33.569. The beta value of 
perception is 31.049 with significant level 0.000.

Table VI. 
COEFFICIENTS a  OF PREVAILING PRACTICE 

Unstandardize
d Coefficients

Standardized
Coefficients t Sig.

95%
Confidence

Interval for B

B
Std.

Error
Beta

Lower
Bound

Upper
Bound

(Constant)
-

33.56
9

10.170  -3.301 .001
-

53.793
-

13.344

Perception
of CBR 

Managers

31.04
9

2.945 .755 10.544 .000 25.194 36.905

a. Dependent Variable: practice 

  CVR College of Engineering                                     85 



ISSN 2277-3916        CVR Journal of Science and Technology, Volume 3, December 2012 

This indicates the slope of the regression line by 
offering information about two aspects: one, there is a 
positive or negative regression; second, the change in 
the predicted value for each unit change in the 
parameter. Regression equation derived from above 
statistics is:

Practice = -33.569 + 31.049 (Perception) 
The positive slope in Figure 1. represents that the 

higher the values of these perception higher the 
chances of practice.  The residual plot (Figure 2.) 
shows a random scatter of the points (independence) 
with a constant spread (constant variance). 
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Figure 1. Slope of regression line (perception vs. Practice) 
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Figure 2. Residual plot 

The standardized residual plot (Figure 3.) shows a 
random scatter of the points (independence) with a 
constant spread (constant variance) with some 
outliers (values beyond the ±2 standard deviation 
reference lines). These outliers are not treated or 

analyzed further in this study. The normal probability 
plot of the residuals (Figure 4.) shows the points close 
to a diagonal line; therefore, the residuals appear to 
be approximately normally distributed. Thus, the 
assumptions for regression analysis appear to be met. 

Summary of regression analysis: At the 10% 
significance level, the data provide sufficient 
evidence to conclude that the slope of the population 
regression line is not 0 and, hence, perception of CBR 
managers on effectiveness of prevailing practice of 
managerial aspects of CBR is a useful predictor for 
prevailing practice of managerial aspects of CBR. 
Thus the null hypothesis “prevailing practices of 
managerial aspects of CBR does not depends on the 
perception of CBR managers on the effectiveness of 
these managerial aspects of CBR” is rejected. 
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Figure 3. Standardized residual plot 

Dependent Variable: Practice
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Figure 4. Normal P - P plot of regression standardized residual 
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CONCLUSIONS AND RECOMMENDATIONS

The results of present study on prevailing practice 
and perception on managerial aspects of community 
based rehabilitation projects in India indicate that 
these organizations are rated as ‘average’ in terms of 
addressing the managerial aspects of CBR. The 
perception on effectiveness of managerial aspects of 
CBR is also rated as ‘average’ among CBR managers 
in India. The study points out that the prevailing 
practices of managerial aspects of CBR depends on 
the CBR project location, disability focused in CBR 
projects, organizational recognition, funding source, 
annual budget, staff strength, and higher qualification 
of CBR staff. The perception of CBR managers on 
effectiveness of managerial aspects of CBR depends 
on the age of the CBR manager, educational 
qualification of CBR manager and the work 
experience of CBR manager. Linear regression 
analysis indicates that there is a strong and positive 
correlation between practices of managerial aspects 
and the perception regarding effectiveness of these 
managerial aspects. Hence change in perception may 
lead to the change in practices of managerial aspects. 
In order to improve the management practices of 
CBR projects the perception of CBR managers need 
to be improved through a proper training and 
development in the area of managerial aspects of 
CBR.

Hence, the study suggests that managerial aspects 
of CBR cannot be ignored if a disability rehabilitation 
organization wants to implement CBR projects 
successfully. Top management need to put conscious 
efforts towards inclusion of managerial aspects of 
CBR in day to day affairs of CBR project 
management. Existing human resource involved with 
the CBR projects may also think of upgrading their 
skills to practice managerial aspects of CBR in day to 
day operations. Rehabilitation Council of India is the 
regulatory authority in India to develop and design 
the curriculum for developing human resource in the 
field of disability rehabilitation. Existing curriculum 
on CBR training does not have the adequate coverage 
on managerial aspects of CBR prescribed in this 
study. Inclusion of these aspects will not only 
improve the quality of existing long term training 
courses but also open up the scope of designing tailor 
made short term training programme in the field of 
Community Based Rehabilitation.
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