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EDITORIAL

With great pleasure, the Editorial team of Biannual CVR Journal of Science and Technology is
bringing out Volume 24, in time. All the members of the team thank authors, reviewers and others
involved in this work. For the last 6 months, all of us have been working tirelessly to complete this
task and bring out the Volume in time.

We are taking care to see that standard practices are followed in the publication of the Journal.
Blind review is done, and a number of iterations are done till the reviewers are fully satisfied with the
standard of the research paper. Senior faculty of English language Department, take care of the
language issues. Template verification and typographical errors are checked before the articles go for
publishing. Hope the researchers appreciate this effort. Many research articles published in the journal
are being referred to by other researchers across the globe, as indicated by DOI, Crossref data.

This Volume covers research articles in the following disciplines:
CIVIL- 1, ECE-4, EIE-3, CSIT-1, CSE-5, EEE-1, MECH- 2, H & S(Maths)-1.

Students are being encouraged to publish research papers based on the project work done by
them. Project work has such importance in the academic curriculum. P.G. students spend almost one
year on the project work. So, this should result in significant work suitable for publication in a journal.
Project supervisors guiding the students must give research orientation for the work of the students.
Selected research papers of U.G. students are published in this volume. It is heartening to see that
U.G. students are also showing enthusiasm for publishing papers. Four such papers are published in
this volume- Hope this trend will continue.

This issue carries an interesting research paper on Hydraulic and Anti-clogging Performance
Evaluation of a Novel Cylindrical Drip Emitter using CFD Techniques. A Rainwater Harvesting
System using LabVIEW is proposed in one article. Another article on the design of Low Power RF
Low Noise Amplifier Design for 5G applications is also published.

Undergraduate students contributed an article based on their project work with the help of their
supervisor, on a Family health monitoring system using Python. Other articles related to biomedical
applications are, An loT based Saline bottle level monitoring, Automatic Non-Contact Temperature
Detection for Health Monitoring, MLO Mammogram Pectoral Muscle Masking with Adaptive MSER.
One more article on the Design and Analysis of a Switched Capacitor Inverter for EV applications is
also published.

I am thankful to all the members of the Editorial Board for their help in reviewing and
shortlisting the research papers for inclusion in the current Volume of the journal. I wish to thank
Dr. S. Venkateshwarlu, HOD, EEE for the effort made in bringing out this Volume. Thanks are due
to HOD, H & S, Dr. G. Bhikshamaiah and the staff of English Department for reviewing the papers.
I am also thankful to Smt. A. Sreedevi, DTP Operator in the Office of Dean Research, for the
preparation of research papers in Camera - Ready form.

For further clarity on waveforms, graphs, circuit diagrams and figures, readers are requested to
browse the soft copy of the journal, available on the college website www.cvr.ac.in wherein a link is
provided. Authors can also submit their papers through our online open journal system (OJS)
WWW.0jS.Cvr.ac.in or Www.cvr.ac.in/ojs

Prof. K. Lal Kishore
Editor
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Hydraulic and Anti-clogging Performance
Evaluation of a Novel Cylindrical Drip Emitter
using CFD Techniques
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Abstract: An inline cylindrical drip emitter of 4 Lh-1 design
flow rate is developed incorporating favourable geometric
features against the physical clogging. The emitter model, with
one-outlet and two-outlet variants, was tested for its hydraulic
and anti-physical-clogging performance using Ansys Fluent
2022 software. The simulated flow rate of 3.988 and 3.992 Lh-1
is found to be very close to the design flow rate. The emitter
exponent values of 0.4351 and 0.4406 for the one-outlet and
two-outlet variants, respectively, are found to be within the
stipulated limit of 0.5 by Bureau of India Standards (BIS)
guidelines.

The discrete particle modelling (DPM) simulation revealed
that 100% of the particles entering the inlets of the emitter
variants are escaping within an average residence time of
0.3779-1.036 s for the one-outlet variant and 0.2044-1.005 s for
the two-outlet variant. The average residence time increased
with increase in the particle size from 0.1 pm to 100 pm,
however the same is not affected by the mass flow rate of
particles. Overall, the novel cylindrical emitter developed is
found to be satisfactory in its hydraulic and anti-physical-
clogging performance.

Index Terms: CFD, DPM, Ansys fluent, Drip Emitter, Anti-
clogging, SST, k-® Turbulence Model.

I. INTRODUCTION

Drip irrigation is widely known for its beneficial aspects,
such as, improved water use efficiency and uniform
application of water, resulting in better water and crop
productivity. However, clogging of drip emitters is a major
problem that occurs and increases with prolonged use of the
drip systems. The emitter clogging affects the emitter flow
rate, uniform delivery of irrigation water over the farmland
and ultimately, its functional life. The composite clogging of
emitters generally involves formation of physical, chemical,
and biological deposits. In case of irrigation using
groundwater pumped from wells, physical clogging due to
the suspended solids (SS) in water and the chemical
clogging due to the precipitation of dissolved chemicals
(such as, salts of Ca, Mg, Fe etc.) in water are two major
concerns.

Conventionally, the emitter clogging is addressed by
frequent flushing of lateral pipes; periodic cleaning of disk
or screen filter; treatment of laterals with acid for removing
the chemical deposits; and chlorination to remove
bacteriological clogging. IS 13487, IS 13488 and IS 14791
by Bureau of Indian Standards (BIS) elaborate on the

methods of testing emitters, assessing clogging hazards of
irrigation water and treatments against clogging (BIS 2015;
BIS 2008; BIS 2016).

Drip emitters are primarily of two types, viz., (i)
cylindrical and (ii) flat, based on the geometric features.
Also, each of them may be classified as (i) regulated and (ii)
unregulated emitters, depending on the pressure-flow rate
relationship. While irrigation water quality plays a key role
in the degree of emitter clogging, the geometric design of
emitters is also found to be playing a significant role.
Several researchers studied and suggested improved
labyrinth  path geometries for better anti-clogging
performance. In this article, a novel anti-physical-clogging
emitter design is proposed, and its performance is analysed
using Computational Fluid Dynamics (CFD) techniques.

Il. LITERATURE REVIEW

Recent advances in CFD software opened a new
possibility of visualizing the fluid flow as well as particle
tracks as they pass through the emitter flow paths. Also,
CFD facilitated testing and simulation of hydraulic
performance of emitters by varying different geometric
features and inlet pressure.

[16] studied labyrinth flow paths of emitters and proposed
pressure loss coefficient (PLC) as the index for evaluation of
their hydraulic performance. [12] applied standard k-¢ and
large eddy simulation (LES) methods for CFD simulation of
flow through the labyrinth path of a cylindrical drip emitter.
The anti-clogging performance of the emitter flow path was
studied using the velocity distribution at different sections.
[7] analysed the hydraulic and anti-clogging abilities of a
flat type drip emitter, using CFD simulations and improved
digital particle image velocimetry (DPIV) equipment in the
laboratory settings. [10] analysed a trapezoidal labyrinth
flow path of a flat emitter, by varying the values of dent
spacing and dent angle. It was found that, for a given length
of flow path, increase in dent spacing increased the flow rate
and increase in dent angle reduced the pressure sensitivity of
the emitter. [14] coupled the discrete element method
(DEM) with the CFD to model the movement of tiny
physical particles of size 65, 100 and 150 pum in the emitter
labyrinth path. The study found that larger sized particles are
more prone to be caught in the vortex areas of the labyrinth,
resulting in eventual settlement, and clogging of the emitter.
[2] studied four cylindrical emitter models having circular,
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rectangular, triangular and trapezoidal labyrinth paths and
found that triangular one has got the least flow rate and most
pressure drop for a given inlet pressure.

CFD modelling not only eased the comparative study of
existing emitters, but also facilitated anti-clogging geometric
improvements to the emitters. Few researchers optimize the
labyrinth flow path of the flat emitters by appropriately
altering one or more flow path width, dent angle, dent
spacing and boundary features. Few other researchers came
up with entirely novel designs of emitters that incorporated
new features into the labyrinth paths, such as, divided-flow
emitters, pit structure emitters etc.

[6] studied a flat type drip emitter with various
combinations of dent height (h), flow path width (D) and
dent angle (o). Larger dent angle was found to favour
pressure insensitivity of the emitters, and boundary
optimization helped in improved anti-clogging performance.
[1] designed an online anti-clogging drip emitter consisting
of connected cones and labyrinth flow path, improving the
hydraulic and physical particle flow dynamics through the
emitter. [11] designed a divided flow emitter path and
optimized its geometric dimensions. The optimal channel
had an emitter exponent of 0.515 and a particle passing rate
of 88.5%.

[7] optimized the flow path boundary with a curvature of
% of the flow path width, creating the washing-the-effect
leading to improved particle excretion performance. [15]
analysed the hydraulic performance and sand particle
movement in a labyrinth channel at different dentation
angles of 90°, 60°, 45° and 30°. The study recommended
dentation angle range of 60° to 90° and a higher velocity
level for optimum hydraulic and anti-clogging performance.
[9] devised a novel type of stellate water-retaining labyrinth
channel structure with optimum emitter exponent value. [13]
developed a pit drip irrigation emitter by optimizing the
vortex formation areas of the labyrinth path. The flow index
and energy dissipation coefficient obtained from CFD
simulations were compared with the experimental
investigations.

Though most of these works mainly focused on either
optimizing the trapezoidal labyrinth path or proposed novel
flow path structures, there are none that attempted to
optimize the whole emitter geometry. Current work
addresses this gap and proposes a novel cylindrical emitter
and analyses its hydraulic and anti-physical-clogging
performance using CFD techniques.

I11. MATERIALS AND METHODS

A cylindrical emitter model of 4 Lh-1 design flow rate
was prepared using AutoCad Fusion 360 software in STEP
file format. The emitter model has the option of using one
outlet hole or two outlet holes on the lateral pipe. For
carrying out Computational Fluid Dynamics (CFD) analysis,
the flow path geometries were separated from the emitter
models using Ansys SpaceClaim 2022 software (Fig.1).
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Figurel. CAD Models of (a) Cylindrical Emitter, (b) Unwrapped
Flow Path

The performance of the novel emitter model developed
was tested in terms of its hydraulic and anti-physical-
clogging performance, as described below.

A. Hydraulic Performance of Emitter Variants

Ansys Fluent 2022 student software was used to conduct
hydraulic performance studies on the four flow path
variants. The flow rate of the emitter models is assessed
under steady state flow conditions through the flow paths.
Both inlet and outlet(s) are set as pressure boundaries. The
two-equation Shear Stress Transport (SST) k-o turbulent
flow model is used for the simulation. The outlet gauge
pressure was set as 0 m (= atmospheric pressure). The outlet
flow rate measurement was done for the inlet gauge pressure
of 100 KPa (10.2 m). In case of two outlet model variant,
the flow rates from individual outlets were added for
calculating the total flow rate of the emitter. In order to find
the emitter exponent in the exponential pressure-flow rate
relationship, the outlet flow rate was measured at eight
pressure points by varying the inlet pressure between 20-200
KPa. The values of emitter exponent ‘m’ in the pressure-
flow rate relationship for different variants were determined
and compared with the recommended values by [5].

B. Anti-physical-clogging Performance

Using the Discrete Particle Modelling in Ansys Fluent, a
simulation was done to check the size and quantity of
particles that escaping through the emitter outlets. This
analysis was carried out on the two emitter flow path
variants having one outlet and two outlets respectively.
Particles of ‘anthracite’ material that are ‘inert’ were
selected. Eight streams of particle input with randomized
starting point were given as input normal to the inlet face.
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The inlet velocity of the particles is assumed to be equal to
that of the fluid inflow. The simulations were run for the two
flow path variants, by taking the combination of five
different particle sizes (0.0001, 0.001, 0.005, 0.01 and 0.1
mm) and three particle flow rates (le-10, le-6 and le-5
kg/s). For each of the simulations, a particle track graph was
generated by taking the ‘particle residence time’ as the
parameter to colour the tracks. Finally, the ‘average
residence time’ and the ‘escape flow rate’ of the particles
were recorded.

1V. RESULTS AND DISCUSSION

The hydraulic and anti-physical-clogging performance
assessment results of the novel cylindrical emitter are
presented below.

A. Hydraulic Performance

The volume flow rate of 4 Lh-1 through emitter from one
or two outlets is between 3.95 to 4.00 Lh-1 for an inlet
pressure of 10.2 m (100 KPa), which is very close to the
design flow rate (Table 1). While the velocity at the outlet
increased compared to the inlet velocity in case of one-outlet
variant, the same got reduced substantially to 0.311-0.324
ms-1 in the case of two-outlet variant.

TABLE 1.
VELOCITY AND FLOW RATE OF EMITTER VARIANTS
Inlef( Outle_tl Outle_t2 Olgltol S:l OIEIE)IS\}Z l?g\?\,l
I;Iatm/ Velocity | Velocity | Velocity Rate Rate Rate
-1 -1 -1

(ms ) (ms ) (ms ) (Lh-l) (Lh-l) (Lh-l)
One-
outlet

variant 0.522 0.677 3.988 3.988
Two-
outlet

variant 0.527 0.324 0.311 2.080 1913 3.992

The velocity vector graphs show maximum velocity in
the zig-zag flow path at the tip of the dents combined with
clear turbulent vortex formation on both the side walls,
facilitating the flushing of any physical particles settled in
the labyrinth zig-zag path (Fig.2a). There is helical flow
formation at each outlet due to the circular shape of the
outlet and the presence of cylindrical-shaped outlet
projection (Fig.2b). This helical motion of flowing water is
expected to dislodge and excrete the tiny physical particles
that tend to settle at the outlets.
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Figure 2. Velocity Field, (a) in the Labyrinth Path, and (b) at the Outlets

The pressure (p)-flow rate (q) relationship plotted for the
4 Lh-1 emitter paths indicated that the emitter exponent ‘m’
is well below the 0.5 limit recommended by the [5]. The
regression coefficient values are > 0.95 indicating a good fit
of the simulation data to the exponential regression model

(Fig.3).
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Figure 3. p-q relationship of, (a) one-outlet variant, and (b) two-outlet
variant

B. Anti-physical-clogging Performance

Table 2 and Table 3 present the DPM results for one-
outlet and two-outlet emitter variants, respectively. The
residence time of the particles in the flow paths increased
with increasing size of the particles, from 0.1 micron
(0.0001 mm) to 100 micron (0.1 mm). However, varying the
particle mass flow rate at the inlet (from 1e-9, 1e-6 and le-5
kg/s) did not affect any change in the particle residence
time. For all the particle sizes and flow rate combinations,
the particle escape rate is found to be 100%. The average
particle residence time was 0.3779-1.036 s for the one-outlet
variant and 0.2044-1.005 s for the two-outlet variant.

TABLE II.
AVG. RESIDENCE TIME AND % ESCAPE RATE OF PARTICLES FOR ONE-
OUTLET VARIANT

) Particle Size

Particle

I;I::: Parameter | 0-LHM 1 5 10 100

(kgs™) 0.0001 | 0.001 0.005 0.01 0.1

mm

Avg. 0.378 | 0.317 0.286 0.396 | 1.036
residence

1,006 time
% Escape 100 100 100 100 100
rate
Avg. 0.378 | 0.317 0.286 0.396 | 1.036
residence

1.00e% | fime
% Escape 100 100 100 100 100
rate
Avg. 0.378 | 0.317 0.286 0.396 | 1.036
residence

1,006 time
% Escape 100 100 100 100 100
rate
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Large number of inlet vents, compared to the
conventional cylindrical emitter designs, facilitate entry of
water to the emitters even if some vents get clogged over
time. Further, the helical motion created at the outlets “lifts’
the particles to be flushed out through the outlet holes. Thus,
it is found that the proposed emitter designs are 100%
efficient in excretion of physical particles in the size range
of 0.1 to 100 microns. The particle tracks in the flow path
indicated the residence time and the pattern of their
movement along with the flowing water. Fig.4a presents the
particle’s tracks coloured by their residence time for the
one-outlet variant. Similarly, Fig.4b presents the particle
tracks through the flow path of the two-outlet variant. Both
Fig.4a and Fig.4b are generated for the particle mass flow
rate of 1.00e-05 kgs-1 and the particle size of 100 pm. These
particle tracks clearly indicated that their movement is
helical at the outlets. Some of the particles moved away
from the high-velocity mainstream flow, expending more
time in circular motion near walls in the labyrinth path.
However, this phenomenon was not observed in case of
particle size less than 100 pm.

(b)
Fig.4: Particle tracks coloured by their residence time in the flow path,
(a) one-outlet variant, and (b) two-outlet variant
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TABLE III.
AVG. RESIDENCE TIME AND % ESCAPE RATE OF PARTICLES FOR TWO-OUTLET VARIANT
Particle Size
Particl
o 01pm 1 5 10 100
Rat Parameter
(K :S.?) 0.0001 mm 0.001 0.005 0.01 01
Outletl Outlet2 Outletl Outlet2 Outletl Outlet2 | Outletl Outlet2 Outletl Outlet2
Avg. 0.204 0.350 0.286 0.580 0.29 0.408 0.272 0.47 0.472 1.005
residence
1,006 time ()
% Escape 16.67 83.33 50.00 50.00 50.00 50.00 33.33 66.67 16.67 83.33
rate
Avg. 0.204 0.350 0.286 0.580 0.29 0.408 0.272 0.47 0.472 1.005
residence
1.00e% | time(s)
% Escape 16.67 83.33 50.00 50.00 50.00 50.00 33.33 66.67 16.67 83.33
rate
Avg. 0.204 0.350 0.286 0.580 0.29 0.408 0.272 0.47 0.472 1.005
1.00e% residence
time ()
% Escape 16.67 83.33 50.00 50.00 50.00 50.00 33.33 66.67 16.67 83.33
rate

V. CONCLUSIONS

The novel emitter, with a design flow rate of 4 Lh'1 and
helical flow at the outlets, proved to be efficient in hydraulic
and anti-physical-clogging performance. The simulation
flow rates of 3.988 and 3.992 Lh* are very close to the
design flow rate. The emitter exponent values of the one-
outlet and two-outlet variants are 0.4351 and 0.4406
respectively, which are well below the [5] stipulated limit of
0.5. While both the one-outlet and two-outlet variants were
found with 100% particle escape rate, the average particle
residence time was insignificantly higher (0.3779-1.036 s)
for the one-outlet variant, compared to the 0.2044-1.005 s in
case of two-outlet variant. Therefore, both the variants of the
novel emitter developed are found to perform satisfactorily
in terms of hydraulic and anti-clogging parameters.
Laboratory testing of physical emitter models for validation
of these simulation results forms the future scope of work.
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Abstract: This paper presents the design of a differential Low
Noise Amplifier (LNA) for a 5% generation Wi-Fi Receiver. The
circuit is implemented with 90nm transistors using CMOS
technology. The proposed differential LNA for 5G Wi-Fi (IEEE
802.11ac) is designed by combining two single-ended 5G Wi-Fi
LNAs with optimized design values. The gate and source
degenerated inductance values are optimized to achieve a SGHz
frequency of operation. Noise neutralization capacitors of 10pF
are used to reduce the channel noise in the MOSFETS used in
the circuit. The differential LNA achieves 93.6% input
matching, an input impedance of 45.94Q, a transducer gain of
25.76dB, a noise figure of 1.52dB, P14s of -11.7dBm and IIP3 of
3.17dBm.

Index Terms: CMOS, Noise Figure, 1dB compression point
(P1as), Third Order Input Intercept Point (II3), harmonic signal,
ISM Band

I. INTRODUCTION

IEEE 802.11ac standard is known as 5G Wi-Fi. Modern
Wi-Fi technology uses 2.4GHz and 5GHz frequencies. The
design of LNA is mainly important in the performance of the
overall receiver chain. The noise performance of the LNA
should be critical because the same noise is amplified in the
succeeding stages. To control the noise in the subsequent
stages, LNA gain should be very high. The design of LNA
should balance the Gain, Input impedance, Noise Figure and
Power Consumption. To design LNA for a 5GHz Wi-Fi
receiver, the design factors for LNA are shown in Table 1.

TABLE I.
RF LNA DESIGN FACTORS
Parameter Value/Range

Input Resistance(R,) =50Q
Transducer Gain (Gr) 15dB-20dB
Noise Figure(NF) <=3dB
1-dB compression point (P4p) >-30dBm
Third-order Intermodulation Intercept
Point (IIP3) i ~-20dBm
Power Consumption (Pguic) <Smw
Frequency of operation (f,) 5 GHz
Input Reflection Coefficient (S,;) <-15dB

The inductive degeneration technique is implemented in
distributed amplifier design to reduce the noise figure under
low power operation state. A common-source amplifier is
cascaded to the distributed amplifier to progress the gain at
high frequency and encompass the bandwidth [1]. A two-
stage ultra-wide-band CMOS LNA is designed with the
common-gate configuration as the input stage, the broad-band

input matching is obtained, and the noise does not increase
rapidly at higher frequencies. By merging the common-
source (CS) and common-gate (CG) stages, the broad-band
characteristic can be achieved by using two inductors [2]. A
CG amplifier combined with a CS amplifier through a current
mirror can achieve a high gain due to the additional current
amplification. Low noise figure (NF) due to the thermal noise
cancellation can be attained with low power consumption
without degrading the input matching. The linearity can be
improved with low power consumption, a multiple-gated
transistor technique for cancelling the IM3 distortion [3]. The
T-match technique is applied to achieve simultaneously
wideband input and output impedance matching, wideband
power gain and a wideband NF [4].

A concurrent dual-band LNA is designed to achieve
concurrent gain and impedance matching at both bands. Input
and output matching is realized using two-pole matching and
LC resonant network [5]. Series inductive peaking in the
feedback loop can be implemented to enhance the bandwidth
and noise performance of the LNA [6]. The dual-loop
feedback configuration can stabilize the LNA’s input return
loss (S11) at Very High-Frequency (VHF) with small dc
blocking capacitors. The body bias control technique is
helpful to reduce the power consumption in the inverter-based
resistive feedback amplifier [7].

A couple of CS stages are stacked to share the current, and
the double transformers are implemented as an RF signal path
between the CS stages to improve the gain and stability [8].
Four common-source stages and three transformers are used
to connect the drains of the former transistors and the sources
of the following transistors to boost the transconductance of
the transistors. Consequently, the gain of the circuit is
effectively amplified. The NF can be reduced due to the noise
contributions of the following stages being further suppressed
by the application of the transformers [9].

This paper uses a Cascoded common source topology to
avoid Miller's effect and improve the LNA's gain. The various
existing impedance matching techniques, such as resistive
matching, shunt feedback, common gate input matching and
inductive source degeneration techniques, are reviewed [15].
The proposed differential LNA design uses the inductive
source degeneration to transfer maximum power from the
antenna to LNA. The gain improvement techniques are
reviewed, such as Inter Stage Inductive Coupling,
Transconductance (gm) boosting, Partial Positive Feedback,
and Cascoding strategies [13]. The cascoding technique is
used to design the proposed LNA with optimized design
values to achieve the desired gain and improved NF.

CVR College of Engineering

Received on 02-05-2023, Revised on 07-05-2023, Accepted on 18.05.2023.



E-ISSN 2581 — 7957
P-ISSN 2277 -3916

The wireless receiver front end consists of a Low Noise
Amplifier (LNA), Mixer and Voltage Controlled Oscillator
(VCO). According to the National Frequency Allocation Plan
(NFAP), it operates from several MHz to GHz frequencies.
In NFAP, 2.4GHz-2.4835GHz frequency is the unlicensed
band used for ISM (4G) applications such as Wi-Fi,
Bluetooth, Zigbee etc. Similarly, the SGHz-5.8GHz band is
allocated for 5th generation (5G) Wi-Fi IEEE 802.11ac [10].
The present work generally relates to radio frequency (RF)
frontend receiver circuit, and in specific relates to a low noise
amplifier and mixer circuit design for use in radio frequency
(RF) frontend receivers that reduce power consumption
without affecting the overall gain of the circuit [16]. Single-
ended and staggered-tuned four-stage LNA circuits can work
at finax/2 frequencies [18].

Wireless receives the signal and converts them into the
necessary form with amplification. Typically, LNA is the first
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block of the receiver chain in a radio frequency system, the
first block decides the performance of the remaining receiver
chain, and hence LNA plays a crucial role in the receiver
front-end design. The front-end block is formed by a Low
Noise Amplifier (LNA) and a mixer block for mixing a signal
amplified by the LNA with a local oscillator signal, to down-
convert the amplified signal to an intermediate frequency.
The thermal, flicker and gate-induced noise degrades the
noise performance of the circuit [19].

II. CIRCUIT DESIGN

The main objective of this work is to provide a new and
improved merged LNA-Mixer circuit with a low power
consumption for a Wi-Fi/radio front-end receiver. Figure 1
(Ckt 1) is RF LNA for the 5G Wi-Fi receiver front end.

| VDD v | r |
: J : | Ckt 2({Mixer) }
|
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| 1
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Figure 1. Proposed Novel merged LNA mixer using creative current recycle technique

In Fig 1 (Ckt 1), the Input port source resistance is 50€2.
Coupling Capacitors Cpi, Ch2, Cps, and Cps are coupling
capacitors that couple the a.c input to the MOSFET. Noise
Cancellation Capacitors Cpi, Cn2, Cn3, and Cps are used to
cancel the noise. Rg; and Ry, act as load resistors, and Ry and
Ry act as biasing resistors. Gate Inductors L, and L, source
degenerated inductors Ls; and Ls, and drain Inductors and Lq;,
and Ly can series RLC network and be used to provide
additional gain to LNA. Here the source degeneration
technique is used to achieve impedance matching.

_ 9mls .
Zin = Cor +jwLs + JaCes (D
mL
Ry, =225 )

Cgs

Differential Cascode Common Source LNA with inductive
source degeneration and noise neutralization capacitors
shown in Figure 1 (Ckt 1), is used for impedance matching
and Gain improvement. The input transistors NL1 and NL3
convert the input voltage into drain current (Ips). The drain
current Ips is flowing through a low impedance node
available at the source of NL1 and NL3 to cascode transistors
NL2 and NL4 to output inductive loads Ldl and Ld2. The
output inductive loads convert this Ips into an output voltage
Vou1 and Voup. In Figure 1(Ckt 1), Vg is the source signal
voltage received from the antenna, Rs; is the source
resistance, the gate bias voltage is Vg1, and the supply voltage
is Vpp. From the mathematical analysis, the gate-to-source

CVR College of Engineering



E-ISSN 2581 — 7957
P-ISSN 2277 -3916

capacitance and the quality factor can be represented as
shown in equations 3 and 4 respectively.

Cos1 = 2WLCox + Coy (3)

1

Qs = —Zstngs1 4)
From the Rqi, Lai, Cr2, Cy2 and parasitic capacitances Cgqo,
Cav2 a parallel resonant circuit is formed at the output of the
LNA circuit. The resonant frequency at the output is shown
in Equation 6. Cqq» is the gate to drain capacitance, and Capz
is the drain to bulk capacitance of MOSFET NL2. C,; is the
noise neutralization capacitor and Cyp, blocking capacitor of
NL4. The resonant frequency (®;) is shown in Eqn 5.

1

Wy

N J@La)(Cgaz+Capz+Cnz+Cph2) )
Zin 1s resistive at resonant frequency (w,) with the input

resistance (Rj,) shown in equation 2 by choosing good gm, Ls

and Cg, values. So that, the impedance can be achieved is Rj,

=50(). Cy4sdepend upon the MOSFET device dimensions and
frequency of operation. Choose the value of L according to
gmand Cg. Here L is an on-chip inductor, and L, is an off-
chip inductor. The frequency of operation can be represented

as shown in equation 6.
1

it ©

The gain of the common source or common gate amplifiers
can be improved by increasing the transconductance or the
output resistance. The output of the common source amplifier
is connected to a common gate amplifier known as cascoding,
which improves the gain of the circuit. Miller effect can be
reduced by using a cascoding structure. The g, can be
improved by increasing the 1, or Cox or W/L ratio or Ips, as
shown in equation 7. An increase in W, or Cox or W/L ratio
will tend to increase the Ips, which increases the voltage drop
across Rp, which reduces the output voltage swing of the
circuit. Hence the gn, should be increased without affecting
the circuit's gain.

w
Im = ’ZﬂncoxTIDS (7

The typical receiver noise figure is 6 to 8 dB, in that the
antenna switch or duplexer contributes about 0.5 to 1.5 dB,
the LNA about 2 to 3 dB, and the remainder of the chain about
2.5 to 3.5 dB [12]. While these values provide a good starting
point in the receiver design, the exact partitioning of the noise
is flexible and depends on the performance of each stage in
the chain. The total noise figure of LNA and Mixer is
represented in equation 5, where NFpna is the noise figure of
LNA, vy, mix? is mean square noise voltage of mixer, Arna is

the gain of the LNA.
17n,mix2 1

NFrota1 = NFina + il TRTRS ®)

The linearity is represented in terms of 1-dB compression
point (Pi4g) and Third order Intermodulation Intercept Point
(ITP3). Non-linearity in the RF circuits creates harmonic
distortion, gain compression, Intermodulation, and cross-
modulation [12]. The typical value of 1dB compression point
is in the range of -20dBm to -25dBm, of IIP3 of LNA, is -
10dBm to -16dBm to achieve better linearity in the LNA
design. The nonlinearity expression in a cascaded LNA-
Mixer circuit is defined as shown in equation 9, where
Vipsina is the third harmonic frequency signal voltage

Wy =
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generated by LNA, Apna is the gain of the LNA and Vip3 mix
is the third harmonic frequency signal voltage generated by a
mixer. From mathematical analysis, LNA gain and noise
factor is represented in equation (10) and (11) respectively.

2
1 1 A
R e ©)
Vipstot”™ ViP3LNA V1p3mix
-R
Ay = _—fd1 (10)
2wyLgq

2 4Rg (wr\?
F=1+ygmRs(22) +3(2) 1
Y9milis wor R4y \wr ( )
The differential LNA design values for 5G Wi-Fi receiver

are shown in Table II [11]. From Table II the input port
resistance of LNA is 50Q.

TABLE IL
DIFFERENTIAL 5G WI-FI (5GHZ) LNA DESIGN VALUES

Input Port (P;,) Source Resistance 50Q
Coupling Capacitors (Cyi & Cpp)&( Chz & Cpa) InF &350fF
Noise Cancellation Capacitors (C,; & C,3) 10pF
Noise Cancellation Capacitors (Cy, & Cpa) T20fF
Load Resistors (Rgq; & Ryo) 300Q
Biasing resistors (Ry1 & Ry2) 50KQ
Gate Inductors (Ly; & Ly) 32nH
Source degenerated inductors (Ls; & Ls,) 550pH
Drain Inductors (Lg; & Lgo) SnH
Length of NL1, NL2, NL3 & NL4 90nm
Width of NL1, NL2, NL3 & NL4 60um

The Proposed Mixer circuit without shunt paths is shown
in Fig 1 (Ckt 2) and is implemented with 'NM1', 'NM2' are
RF transistors that convert RF voltage into current [17]. This
current is steered by LO transistors 'NM3', NM4', 'NM5' and
'NM6'. Then this steered current is converted into IF voltage
using 'Rg3' & 'Ras’. Here NM3', 'NM4', 'NM5' and 'NM6'
transistors are known as switching quad [14]. At the RF port
Vrr+and Ve represent the different phases of RF input. The
conversion gain (Gc¢) of the proposed mixer without shunt
paths is shown in Equation 12. It can be defined as the ratio
of the IF can be defined as the ratio of the IF voltage (Vir) at
the output to RF voltage (Vrr) at the input, where gmi
transconductance of 'NM1' and 'Rd3' is the load resistor.

Ge == gma-Ras (12)
The Proposed Merged LNA-Mixer with current shunt paths
is shown in Fig 1. A feedback connection shown in Fig 1 (Ckt
3) is given from the mixer drain terminals of 'NM1' and 'NM2'
to LNA drain terminals of 'NL1' and 'NL3' using PMOS
current sources ('P1' and 'P2') and two LC tank circuits. The
LC tank circuit provides high input resistance from LNA to
Mixer, such that the drain current of LNA cannot be entered
into Mixer.
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III. SIMULATION RESULTS AND ANALYSIS
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Figure 5. NF of differential 5G Wi-Fi LNA

[

Figure 2. Sy, of differential 5G Wi-Fi LNA

The target Noise Figure is <3dB and the achieved Noise
Figure =1.52dB in Differential LNA shown in Fig 1 (Ckt 1)
as shown in Fig 5.
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From Fig 2, the input reflection coefficient is -23.831dB. “ - -3 "
From that it can be said that in the proposed differential 5G Figure 6. Pygs of differential 5G Wi-Fi LNA
Wi-Fi, LNA delivers 93.6% of input signal to the circuit and

6.4% of incident wave is reflected back as shown in Fig 2.
From the port input impedance Zy=45.94Q at 5 GHz
frequency as shown in Fig 3. From this, it can be said that
91.88% matching occurs at the input of LNA.

T

LNA gain in Differential LNA shown in Fig 1 (Ckt 1) is
compressed by 1dB from actual value at -11.7dBm i.e. when

the input signal power attained to value of 67uW as shown in
Fig 6.
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The achieved transducer gain is 25.76dB at 5GHz 2 u u n
frequency for Differential LNA shown in Fig 1 (Ckt 1). =

Figure 7. 1IP3 of differential 5G Wi-Fi LNA
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[IP3= -3.17dBm of Differential LNA shown in Fig 1 (Ckt
1), when the input signal power reached to -3.17dBm (i.e.)
481uW, the third harmonic signal power meets the input
signal power as shown in Fig 7.

b9 e I

I
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Figure 8. Mixer Conversion Gain

In Table III, the biasing voltages for RF and LO
transistors are taken as 300mV. The proposed mixer voltage
conversion gain of the Mixer circuit shown in Fig 1 (Ckt 2) is
13.38 dB at 5 GHz frequency. The current flowing through
the transistors, drain to source voltages of transistors used in
the mixer part and power calculations of proposed merged
Differential LNA-Mixer with shunt paths in Fig 1 (Ckt 2) are
shown in Table III. The static power consumed in the mixer
part of Fig 1 is 1.276mW.

TABLE III.
POWER CALCULATIONS OF PROPOSED LNA-MIXER WITH SHUNT PATHS
(MIXER PART)

Parameter Value
Biasing voltages [Virr) & Viwo)] 300mV
Current through Ny &Ny 0.687mA
Current through Ny, Nyis, Nyis & Nye 0.317mA
Drain to Source Voltage of Ny &N 70.13mV
Drain to Source Voltage of Ny, Nya, Nus & Ny 548.9mV
Power consumed by Ry; & Rys branch 0.484mW
Power consumed by Ny &Ny, 0.096mW
Power consumed by N3, Ny, Nvis & Nye 0.696mW
Static power Consumption in merged LNA-Mixer 1.276mW
with current shunt paths (Mixer Part) ’

The biasing voltage of differential LNA is taken as 300mV.

The current flowing through the transistors, drain to source
voltages of transistors used in the LNA part and power
calculations of proposed merged Differential LNA-Mixer
with shunt paths in Figl (Ckt 1) are shown in Table IV. The
static power consumed by the differential LNA part in Fig 1
is 2.26mW.
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TABLE IV.
POWER CALCULATIONS OF PROPOSED LNA-MIXER WITH SHUNT PATHS
(LNA PART)
Parameter Value

Biasing voltages [V &Vin] 300mV
Current through Ny j, Nio, Nis & Nis 1.13mA
Drain to Source Voltages of Ni; & Ni; 618.13mV
Drain to Source Voltage of N, & Ni4 381.87mV
Power consumed by Ni; & N 1.397mW
Power consumed by Ny, & N4 0.863mW
Static power Consumption in merged LNA-Mixer 2 26mW
with current shunt paths (LNA Part) :

TABLE V.
POWER CALCULATIONS OF PROPOSED LNA-MIXER WITH SHUNT
PATHS (SHUNT PATH PART)

Parameter Value
Current through P1 & P2 0.053mA
Drain to Source Voltages of P1 & P2 548 mV
Power consumed by P1 & P2 0.058mW

The current flowing through the transistors P1 and P2, drain
to source voltages of transistors used in shunt paths and power
calculations of proposed merged Differential LNA-Mixer
with shunt paths in Fig 1 (Ckt 3) are shown in Table V. The
static power consumed by LNA, Mixer and shunt path parts
and the total static power consumed in Merged Differential
LNA-Mixer with current shunt paths in Fig 1 is shown in

Table VI.
TABLE VI.
POWER CONSUMPTION IN PROPOSED DIFFERENTIAL LNA-MIXER WITH
CURRENT SHUNT PATHS

Parameter Value
Static power Consumption in LNA part 2.26mW
Static power Consumption in Mixer part 1.276mW
Static power Consumption in current shunt paths 0.058mW
Total Static power Consumption in Merged LNA-
Mixer with current shunt paths 3.594mW

The transducer gain (Gt) of LNA and the conversion gain
(Ge) of the Mixer, the total gain and the total static power
consumed in proposed Merged LNA-Mixer (Fig 1) are shown

in Table VII.
TABLE VII.
TOTAL STATIC POWER CONSUMPTION AND THE CONVERSION GAIN OF
PROPOSED DIFFERENTIAL LNA-MIXER

Result Parameter Value
Transducer Gain (Gt) of LNA 25.76dB
Conversion Gain (G¢) of Mixer 13.38dB
Total Gain of in proposed LNA-Mixer 39.14dB
Power Consumption in LNA 2.172mW
Power Consumption in Mixer 1.336mW
Power Consumption in proposed LNA-Mixer 3.594mW
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TABLE VIIL
COMPARISON OF THE LNA CIRCUIT IN PROPOSED DIFFERENTIAL LNA-
MIXER
Paramete | LNA design Proposed
r/Referen factors REF [10] | REF[15] 14
LNA
ce
f; 5GHz 5.2GHz 5.2GHz 5GHz
Si <-15dB -15dB -10.5dB -23.8dB
Gr 25.76dB 15.5dB 8.22dB 25.8dB
NF <=3dB 4.5dB 3.7dB 1.5dB
11IP3 >-20dBm 5.6dBm 4dBm -3.16dBm
Ptatic <SmW 10mW 7.6mW 3.594mW

The comparison of the existing LNAs with the LNA circuit
in the proposed differential LNA-Mixer circuit in Fig 1 (Ckt
1) is shown in Table VIII. Table VIII compares the results of
the existing SGHz proposed differential LNA with REF [22]
and REF [23] and with the LNA design factors. From Table
VIII, the input reflection coefficient (S;;) of the LNA part is
-23.8dB, the Transducer gain (Gr) of the LNA part is 25.88,
Noise Figure (NF) is 1.5dB, IIP3 is -3.16dBm and the static
power consumed (Pyaiic) is 3.594mw are superior to REF [10]
and [15].

ITI. CONCLUSIONS

The differential LNA for 5G wi-fi and mixer circuit can be
merged to achieve larger gains. This is a useful feature for the
subsequent blocks in the 5G Wi-Fi receiver design. The
source degeneration technique is beneficial to achieve
impedance matching at the input side of the circuit. The
cascoding of a common source amplifier with a common gate
amplifier will improve the gain of the circuit while avoiding
the Miller effect in common source amplifiers. Cascoding
Technique is not only used to improve the gain, but also to
improve the noise figure and linearity. The linearity of the
LNA can also improve by choosing the differential structures
in LNA circuit design. The PMOS transistors are used in
current shunt paths. The current shunt paths are used to
connect the mixer circuit with LNA to reduce the power
consumption without affecting the gain in future.
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Abstract:  Innovative technology known as "DNA
computing™ uses the chemical characteristics of DNA strands
to carry out intricate calculations. DNA base pairing
characteristics are taken advantage of in DNA computing
models to encode data and carry out computations. Numerous
industries could benefit from DNA computing, including
molecular automation, bioinformatics, optimization, and
encryption. This paper provides a general summary of DNA
computing, including its background, benefits, and drawbacks.
Additionally, this paper provides the contemporary DNA
computing models, such as Adleman's, Winfree's, and
Rothemund’s models, and give instances of how they are used.
This paper provide potential of DNA computing as well as the
chances and difficulties facing future study and development.
In concluded DNA computing has the potential to revolutionize
the computing sector and challenge established computing
approaches as a unique computing strategy. It has the potential
to result in significant advances in computing technology.

Index Terms: DNA Computing, Rothemud’s Model,

conventional computing, molecular automation.

I. INTRODUCTION

A. Overview of DNA Computing

An interdisciplinary field known as DNA computing has
developed at the nexus of computer science, molecular
biology, and chemistry. DNA molecules are used as
information storage and processing units at the heart of
DNA computing. Due to its capacity to store enormous
amounts of information in a small, robust form, DNA
molecules are especially well-suited for computation.
Information is represented in DNA computing as a sequence
of nucleotides, the components of DNA. Adenine, guanine,
cytosine, and thymine are the four nucleotides that can be
combined in any way to make a distinctive sequence that
stands in for a particular piece of information. In the lab,
DNA sequences can be created and modified using methods
like PCR, gel electrophoresis, and hybridization.

The capacity of DNA computing to handle data in a
massively parallel manner is one of its main features.
Through the use of PCR, DNA molecules can be reproduced
and amplified, enabling the processing of numerous distinct
sequences at once. Because of this, DNA computing is
especially well suited for tasks requiring extensive data
processing, such as genome sequencing and data encryption.
The capacity of DNA computing to function in situations
hostile to conventional computer equipment is another
benefit. As DNA molecules are immune to radiation, heat,
and chemical deterioration, they are perfect for use in severe

situations. As a result, several applications, such as
environmental monitoring and biological diagnostics, can
now be served by DNA-based sensors and detectors.

Despite its potential benefits, DNA computing still has
several issues that need to be solved before it can be
extensively used as a technology. The high cost of DNA
synthesis and sequencing as well as the difficulty in
inventing and putting into practice efficient DNA computing
algorithms are some of these difficulties. Overall, DNA
computing is an area that is expanding quickly and has the
potential to completely change how the data is processed
and stored. DNA computing will likely find novel
applications in a variety of disciplines with further study and
development.[1] [8]

B. Brief history of DNA Computing

Leonard Adleman originally proposed the idea of DNA
computing in 1994 when he showed how DNA molecules
may be utilized to solve a computational issue. Adleman
solved a particular instance of the Hamiltonian route
problem, which entails locating a path through a graph that
precisely visits each vertex, using a process known as DNA
hybridization. Researchers in the area started to investigate
the possibility of DNA computing for a range of
applications after Adleman's pioneering work. Paul
Rothemund developed a technique for building precise
nanoscale structures using DNA molecules in 1997, opening
the door for the creation of DNA-based molecular motors
and robotics.

The methods and algorithms utilized in DNA computing
kept being improved in the years that followed. Erik
Winfree developed a framework in 2002 that has now
become a common tool in the industry for instructing DNA
molecules to carry out intricate computations. Since its
beginnings, DNA computing has been used to solve a wide
range of issues in industries including biology, optimization,
and cryptography. DNA molecules have been employed in
cryptography to encrypt and decrypt secret communications,
providing a potential substitute for established encryption
techniques. Large genetic data sets have been analyzed in
bioinformatics using DNA computing, providing new
insights into the biology of illness.

Despite its potential uses, DNA computing still has
several obstacles to overcome. The high cost of DNA
synthesis and sequencing, the difficulty of inventing and
putting into practice efficient algorithms, and the
requirement for specialized laboratory tools and knowledge
are some of the difficulties. Overall, DNA computing has
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seen a history of quick innovation and advancement, with
researchers consistently pushing the limits of what is
feasible with this cutting-edge technology. It is conceivable
that DNA computing will find novel applications in a
variety of industries, including health, materials science, and

artificial  intelligence, with  continuing study and
development.

C. Importance of DNA Computing

DNA computing offers several advantages over

conventional computing techniques and has the potential to
change the way information is processed and retained. DNA
coding offers several important advantages, including:

e Massive parallel processing: PCR's ability to
duplicate and amplify DNA molecules enables the
processing of numerous distinct patterns at once.
Because of this, DNA computing is especially well
adapted for tasks requiring extensive data
processing, like gene decoding and data encryption.

e Energy efficiency: Since DNA computing doesn't
use electricity or any other exterior energy sources,
it is naturally energy-efficient. This makes it a
potential replacement for conventional processing
techniques, which can be energy- and environment-

intensive.
e Robustness: DNA strands can withstand high
temperatures, radiation harm, and chemical

deterioration, making them perfect for use in
extreme conditions. As a result, a variety of uses,
such as environmental tracking and biomedical
tests, can now be served by DNA-based sensors
and detectors.

e New applications: DNA computing has already
been used to solve a range of issues in industries
like biology, optimization, and encryption. New
and creative uses in disciplines like artificial
intelligence, materials science, and medicine are
likely to appear as technology advances.

Despite its potential benefits, DNA computing still has
several issues that need to be solved before it can be
extensively used as a technology. The high cost of DNA
synthesis and sequencing as well as the difficulty in
inventing and putting into practice efficient DNA computing
algorithms are some of these difficulties.

Overall, DNA computing is significant because it has the
potential to change how information is processed and stored
while providing several advantages over current computing
techniques. DNA computing is projected to become a more
vital tool in a variety of industries, including medical,
environmental monitoring, and national security, with
sustained study and development.

I1. PRINCIPLES OF DNA COMPUTING

A. DNA Structure and Properties

As they support DNA molecules' capacity to store and
process information, DNA's structure and physical
characteristics are crucial to the area of DNA computing.
Fig.1 shows the structure of DNA. Deoxyribonucleic acid,
or DNA, is a double-stranded, helical molecule with the
genetic code for all living things. The two strands of DNA
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are made up of nucleotides, which are the substances that
gives DNA its structure. Each nucleotide comprises a sugar
molecule (deoxyribose), a phosphate group, and a
nitrogenous base. The nitrogenous bases adenine (A),
thymine (T), guanine (G), and cytosine (C) are the four
types that make up DNA (C). Each organism's genetic code
is determined by the arrangement of these bases, and each
arrangement represents a particular mix of genetic data.
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Figure 1. DNA structure [14]

The nitrogenous bases form hydrogen bonds with one
another, holding the two DNA strands together. Particularly,
adenine (A-T) and guanine (G-C) always pair with thymine
(T-T) (G-C). Since it enables DNA replication and
transcription, this base pairing is essential for DNA's
capacity to store and process information.

The physical and chemical characteristics of DNA are
another way to describe it. The capacity of DNA to undergo
strand separation, which takes place when the hydrogen
bonds between the nitrogenous bases are broken, is one of
its most crucial characteristics. Several methods, such as
heat, chemicals, or enzymes, might cause this. The ability to
access and copy the genetic information encoded in DNA
makes strand separation a critical stage in the replication and
transcription of DNA. The capacity of DNA to hybridize, or
to establish stable base-pairing connections with
complementary DNA or RNA sequences is another crucial
characteristic of DNA. The invention of DNA-based logic
gates and algorithms is only one example of how this
characteristic has been used in DNA computing.

In conclusion, as they allow DNA molecules to store,
process, and transfer information, DNA's structure and
physical characteristics are crucial to DNA computing.
DNA's capacity to serve as a computing substrate is
significantly influenced by its double-stranded helical
structure, nitrogenous base composition, and capacity for
strand separation and hybridization. [12]

B. DNA sequence Design

As DNA sequence design affects how well DNA
molecules can store and process information, it is a crucial
component of DNA computing. To encode specific
information, nucleotides must be carefully chosen and
arranged. Physical and chemical characteristics that
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influence how DNA molecules behave must also be taken
into account when designing DNA sequences. The selection
of the proper nucleotide sequence to encode a certain piece
of information is a crucial factor in DNA sequence design.
This may entail selecting a particular nitrogenous base
sequence that maps to a certain gene or protein or creating a
sequence that can serve as a trigger for a certain reaction or
activity.

The optimization of physical and chemical characteristics
that have an impact on how DNA molecules behave is a key
component of DNA sequence design. For instance, the
durability, melting temperature, and hybridization
effectiveness of DNA sequences can be influenced by their
length and base makeup. So, to assure the best performance
in a given application, these qualities are frequently
optimized during the construction of DNA sequences. DNA
sequence design entails not only choosing and refining
nucleotide sequences but also taking into account other
elements that may have an impact on how DNA molecules
behave. For instance, adding methyl groups or
phosphorothioate linkages to DNA molecules might increase
their stability or specificity, while labeling DNA with
fluorescent dyes or other substances can make it easier to
identify and analyze DNA molecules. [10]

Overall, the process of designing DNA sequences is
intricate and  multidimensional,  requiring  careful
consideration of several variables. DNA sequence design
plays a crucial role in enabling the use of DNA as a
computational substrate in a variety of applications,
including data storage, cryptography, and molecular sensing.
This involves the selection and optimization of nucleotide
sequences as well as the consideration of physical and
chemical properties. Unlocking the full potential of this
fascinating technology will depend on the development of
fresh, cutting-edge techniques for DNA sequence design as
the area of DNA computing continues to advanced.

C. DNA Hybridization

A crucial step in DNA computing is the development of
permanent base-pairing connections between
complementary DNA or RNA sequences, a process known
as DNA hybridization. Since it permits the selective
identification and binding of particular DNA sequences,
hybridization is a crucial technique by which DNA
molecules may be employed to store, process, and transfer
information. The complementary base-pairing rules, which
state that adenine (A) pairs with thymine (T) and guanine
(G) pairs with cytosine (C), regulate the process of DNA
hybridization (C). Sequence-complementary DNA or RNA
strands will hybridize when they come into contact, creating
a double-stranded structure that is supported by hydrogen
bonds between the complementary bases.

DNA hybridization's specificity, which enables the
selective identification and binding of particular DNA
sequences, is one of its main benefits. The complementary
base-pairing  rules, which  guarantee that only
complementary sequences will establish stable base-pairing
interactions, control this specificity. In light of this, DNA
hybridization is a potent tool for the development of DNA-
based sensors, detection assays, and computing systems.
DNA hybridization is distinguished by its sensitivity, which
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enables the detection and measurement of minute quantities
of DNA, in addition to its specificity. This sensitivity results
from the fact that the stability of the hybridized structure
might be compromised by just one base-pair mismatch
between the two complementary sequences. Hence, DNA
hybridization may be utilized to detect certain DNA or RNA
sequences with great sensitivity and precision.

The speed of the process, which may be altered by a
variety of circumstances, is another significant component
of DNA hybridization. For instance, the DNA sequences'
length and base composition, as well as the existence of
secondary structure or other types of interference, might
influence the pace and effectiveness of hybridization.
Designing and refining DNA-based sensing and computing
systems depend critically on understanding and improving
the kinetics of DNA hybridization.

Overall, DNA hybridization is a crucial technique in
DNA computing because it allows for the very precise and
sensitive binding and selective detection of particular DNA
sequences. The creation of novel and creative methods for
DNA hybridization will be crucial to realizing the full
potential of this formidable technology as the area of DNA
computing continues to advance.[2]

D. Enzymatic Reactions and DNA Polymerase Chain
Reaction (PCR)

The modification and amplification of DNA sequences
are made possible by enzymatic reactions and DNA
polymerase chain reaction (PCR), two crucial procedures in
DNA computing. These procedures enable the selective
amplification, alteration, and analysis of certain DNA
sequences, which is essential for the implementation of
many DNA-based computer and sensing devices. Enzymes
are often used to catalyze particular chemical processes
involving DNA or RNA molecules. DNA polymerases,
which are in charge of creating new DNA strands, are one
significant family of enzymes employed in DNA
computation. Using a complementary DNA template strand
as a guide, DNA polymerases are highly specialized
enzymes that can add nucleotides to a developing DNA
strand in a sequence-specific way. [11]

DNA polymerases are used in the potent PCR method to
selectively amplify certain DNA sequences. A reaction
mixture including the target DNA sequence, DNA
polymerase, and certain primers that bind to and delineate
the boundaries of the target sequence is heated and cooled
repeatedly during the PCR process. The primers attach to the
complementary target sequences during the chilling stage,
enabling the DNA polymerase to synthesize new DNA
strands. During the heating process, the DNA strands are
denatured, or separated, into single strands. The number of
copies of the desired DNA sequence can then be produced
exponentially by using the generated DNA strands as
templates for more amplification. The selective
amplification of particular DNA sequences for a variety of
applications, including DNA-based sensing, diagnostics, and
data storage, has made PCR become a frequently used
method in DNA computing. DNA sequences may be altered
and analyzed in several circumstances by combining PCR
with other enzymatic processes like restriction digestion or
ligation.

CVR College of Engineering

15



E-ISSN 2581 — 7957
P-ISSN 2277 — 3916

Enzymatic reactions and polymerase chain reactions
(PCR) are crucial procedures in DNA computing because
they allow for the selective modification and amplification
of particular DNA sequences. The creation of fresh, cutting-
edge enzymatic and PCR-based methods will be crucial for
realizing the full promise of this fascinating technology as
DNA computing advances.

E. DNA Computing algorithms

DNA strands are used as the computing medium in DNA
computing algorithms, which are computational operations.
Fig.2 shows the process of DNA Computing. These
algorithms may be used to carry out a variety of computing
tasks, including sorting, searching, and pattern recognition.
They are usually based on the concepts of DNA
hybridization and  enzymatic  processes.  Strand
displacement-based algorithms are a significant class of
DNA computing techniques. These algorithms make use of
DNA strands that have been engineered to hybridize with
other DNA strands in a certain order, dislodging existing
strands and forming new DNA structures. As well as for the
identification and diagnosis of illnesses, strand
displacement-based algorithms have been utilized for
several computing tasks, including the sorting and counting
of DNA strands.[3]
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Figure 2. DNA computing process [19]

Tile-based algorithms are a significant subset of DNA
computing algorithms. These algorithms employ tiny DNA
tiles that are intended to self-assemble into predetermined
patterns using the concepts of DNA hybridization. Many
computational challenges, like finding the shortest way
through a maze and modeling the behavior of cellular
automata, have been solved using tile-based techniques. To
develop hybrid computational systems with distinctive
features and capabilities, DNA computing algorithms can
also be integrated with other computational approaches like
microfluidics or optical computing. For instance, portable
diagnostic systems for the detection of infectious illnesses
have been created by integrating DNA computing
algorithms with microfluidic devices. One of the main
benefits of DNA computing algorithms is their parallelism
and scalability, which enables the quick execution of
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computational tasks by processing several DNA strands at
once. Furthermore, DNA computer algorithms are very
versatile and simple to reprogram or alter to carry out
various jobs.

Overall, DNA computing algorithms are a fascinating and
quickly growing topic with a wide range of possible
applications in computer science, biology, and sectors like
medicine. The potential for this technology to transform
computing and data processing will keep growing as
researchers work to create fresh and creative DNA
computing algorithms.

I1l. DNA COMPUTING MODELS

A. Adleman’s Model

Leonard Adleman's approach, which he initially
suggested in 1994, is the most well-known example of DNA
computing. The Hamiltonian Path Problem, a well-known
computational issue in graph theory, is one of the
computational problems that Adleman's model uses DNA
molecules to resolve. To find a path that precisely reaches
each vertex of a graph is to solve the Hamiltonian Path
Problem. According to Adleman's model, the graph was
converted into a DNA sequence and then chemically
produced in the lab. The path that passed through every
vertex of the graph was then determined by subjecting the
DNA molecules to a series of enzyme reactions and DNA
hybridization processes.[4]

In Adleman's concept, shorter DNA sequences served as
the graph's vertices, while longer DNA sequences with
complementary "sticky ends" served as the graph's edges.
The DNA sequences were able to hybridize and create a
route that passed through every vertex of the network thanks
to the sticky ends. Adleman’s model's primary benefit is its
capacity for massively parallel calculations employing a
sizable number of DNA molecules. The model's strong
scalability enables the effective resolution of challenging
computational issues. The fundamental drawback of
Adleman’'s model is its high error rate, which can lead to
inaccurate computational problem solutions.

Adleman's concept, despite its flaws, has had a
considerable influence on DNA computing and has sparked
the creation of a broad variety of DNA computing models
and algorithms. Adleman's concept has also paved the way
for discoveries in the domains of molecular biology and
nanotechnology, as well as novel methods for employing
DNA molecules to carry out computations.

B. Winfree’s Model

In 1998, Erik Winfree published "Winfree's model," a
DNA computing theory. This model employs DNA
molecules to do computations by utilizing the ideas of
programmable DNA interactions and molecular self-
assembly. Winfree’s theory makes use of very small DNA
molecules known as "DNA tiles." These "DNA tiles" may
self-assemble into larger, more intricate structures through
interactions between complementary base pairs. DNA tiles
may be constructed so that they interact with one another in
certain ways, allowing the construction of complex DNA
structures with specific characteristics.[15]
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In Winfree's approach, "algorithmic crystals," which are
substantial, crystalline structures that contain computational
information, are built from DNA tiles. The algorithmic
crystals may be created to carry out particular computations,
including pattern recognition or sorting. The primary benefit
of Winfree's concept is its capacity to run complex
computations in parallel utilizing a huge number of DNA
molecules. The model's strong scalability enables the
effective resolution of challenging computational issues.
Moreover, the utilization of programmable DNA
interactions enables the creation of extremely unique
computing systems with distinct features and capabilities.

However, the fundamental drawback of Winfree's
methodology is the challenge of designing and producing
massive, intricate DNA structures. Moreover, the model
needs exact control over how DNA tiles interact with one
another, which can be difficult in practice. Winfree’s
concept, despite its flaws, has had a considerable influence
on DNA computing and has motivated the creation of new
DNA computing models and algorithms. The model has also
opened up new directions for study in the disciplines of
molecular biology and nanotechnology as well as the
development of new concepts and methods for employing
DNA molecules to carry out computing tasks.[4]

C. Rothe mund’s Model

Paul Rothemund proposed Rothemund's model in 2006. It
is a DNA computing paradigm. In this model, DNA
molecules are used to create intricate forms and patterns
using the technique known as "DNA origami“.By
employing short, "staple” DNA strands to keep the larger
DNA molecule in place, a technique known as DNA origami
may be used to fold DNA molecules into precise shapes and
patterns. The method enables the precise nanoscale creation
of intricate two-dimensional and three-dimensional
structures.

In  Rothemund's approach, "tiles" that encode
computational information are built using DNA origami.
The ability to create larger, more intricate structures that are
capable of carrying out computational tasks is made possible
by the tiles' ability to interact with one another in specified
ways. The main benefit of Rothemund's approach is its
capacity for exact control of shape and geometry when
building intricate, microscopic structures. The model's
strong scalability enables the effective resolution of
challenging  computational  issues. = However, the
fundamental drawback of Rothemund's paradigm is the
challenge of designing and producing vast, intricate DNA
structures. Moreover, the model needs exact control over
how DNA tiles interact with one another, which can be
difficult in practice.

Despite its drawbacks, Rothemund's model had a big
influence on DNA computing and served as an inspiration
for the creation of other DNA computing models and
algorithms. The model has also opened up new directions
for study in the disciplines of molecular biology and
nanotechnology as well as the development of new concepts
and methods for employing DNA molecules to carry out
computing tasks.
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D. Examples of DNA Computing Models

Throughout the years, a variety of distinct DNA computer
models have been created, each with its special advantages
and drawbacks. DNA computer modeling examples include:

e The Adleman's model: This model searches for a
certain sequence of DNA molecules that satisfies a
set of requirements to employ DNA molecules to
solve computational problems. Adleman's concept
makes use of PCR to amplify and identify DNA
sequences and is based on the principles of DNA
hybridization. [13]

e  Winfree's model: In this approach, massive,
crystalline structures that contain computational
information are built using DNA tiles. The ability
to design the tiles' interactions with one another
enables the creation of intricate DNA structures
with predetermined features.[17]

e Rothemund's model: In this model, intricate two-
and three-dimensional structures that contain
computational information are built using DNA
origami. Larger, more intricate structures that can
carry out computational tasks can be built by
carefully planning the interactions between the
structures.

e Lipton's model: In this model, DNA molecules are
used to simulate the action of biological neurons to
carry out computational tasks. The input and output
of neurons are represented by DNA molecules in
the model, and the interactions between neurons are
simulated via DNA hybridization.

e Soloveichik's model: In this model, parallel
calculations are carried out utilizing DNA
molecules using a method known as "chemical
reaction networks." The model simulates the
interactions between molecules by using DNA
hybridization and DNA molecules to represent the
molecules involved in chemical processes.

These are only a handful of the several DNA computer
models that have been created throughout the years. Each
model has certain advantages and disadvantages, and
scientists are always looking for novel applications for DNA
molecules in computation.

1V. APPLICATIONS OF DNA COMPUTING

A. Cryptography

Secure communication in the presence of adversaries is
practiced through the use of cryptography. It includes
converting plaintext into ciphertext, which can only be
decoded by authorized users who have access to a secret
key, using mathematical techniques and protocols.
Cryptography has grown in importance as the digital era and
contemporary communication have increased the need for
information security. For cryptography, DNA computing has
several benefits, including great storage density, huge
parallelism, and high mistake tolerance. DNA molecules are
a perfect contender for storing and transferring massive
amounts of encrypted data because they can pack a huge
quantity of information into a little amount of space. DNA
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computing can do calculations concurrently, enabling quick
encryption and decryption of huge volumes of data. [9]

The "millionaire's dilemma," which includes two
billionaires wishing to compare their wealth without
disclosing their true net worth, is one of the most well-
known applications of DNA computing in cryptography.
This issue can be resolved with DNA computing by
recording each millionaire's net worth as a series of DNA
molecules, which can then be combined and compared using
PCR. Without disclosing any private information, the two
parties may decide who is wealthier by measuring the
quantity of DNA that corresponds to each millionaire's net
worth. DNA computing has been utilized to carry out the
millionaire's problem as well as other cryptographic tasks
including creating secure keys, encrypting communications,
and performing secure multiparty calculations. By encoding
random DNA molecule sequences that are shared by two
parties, DNA computing, for instance, may be used to
generate secure keys. Then, by encrypting and decrypting
messages using these keys, sensitive information may be
protected from unauthorized users.[5]

With several benefits over conventional cryptographic
techniques, DNA computing has considerable potential for
the area of cryptography overall. Researchers are always
looking for new ways to utilize DNA molecules to enhance
the security and privacy of digital communication, even
though there are still numerous obstacles to be solved.

B. Bioinformatics

With the wuse of computer tools and methods,
bioinformatics analyses and interprets biological data, such
as DNA sequences, protein structures, and genetic networks.
Because of their shared interest in the modification and
study of DNA sequences, DNA computing, and
bioinformatics naturally complement one another. Designing
DNA microarrays, which are used to study the patterns of
gene expression in cells, is one of the main uses of DNA
computing in bioinformatics. A DNA microarray is made up
of several DNA molecules, each of which is associated with
a different gene. Researchers can concurrently evaluate the
expression levels of thousands of genes by hybridizing a
sample of RNA isolated from cells to the microarray. This
makes it possible to find the genes that change their
expression in response to diverse stimuli like medications,
poisons, or diseases.

Other bioinformatics activities including sequence
alignment, motif discovery, and phylogenetic analysis may
also be carried out using DNA computing. To find regions
of similarity and divergence across various species,
researchers can utilize DNA computing, for instance, to
align several DNA molecule sequences. The creation of
phylogenetic trees and the inference of evolutionary links
are therefore possible using this knowledge. The prediction
of protein structures and interactions is a significant use of
DNA computing in bioinformatics. The amino acid
sequences of proteins may be encoded by DNA molecules,
which can then be folded into their natural conformations
via computer simulations. This can give important
information on how proteins interact with other molecules
and how they maintain their stability.
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Ultimately, DNA computing has the potential to
completely transform the discipline of bioinformatics by
allowing scientists to study and comprehend biological data
more quickly and accurately than previously. The creation
of new DNA-based computational tools and algorithms will
probably have a significant influence on our comprehension
of biological systems and the illnesses that affect them, even
if there are still numerous obstacles to be overcome.

C. Optimization

Finding the optimal answer to a problem within a set of
restrictions is the process of optimization. Many
optimization issues, including the well-known Traveling
Salesman Problem (TSP) and more challenging issues
involving numerous objectives and constraints have been
tackled using DNA computing.The intrinsic parallelism of
DNA computing is one of its benefits for optimization. At a
fraction of the time needed by conventional optimization
techniques, a huge number of potential solutions may be
simultaneously explored and the best answer can be found
by encoding them in a DNA sequence. In the instance of the
TSP, DNA computing has been utilized to find the quickest
path between several cities while accounting for variables
like distance, travel time, and cost. The best path has been
quickly identified by encoding every potential path in a
DNA sequence, followed by a series of hybridization and
enzymatic processes.

The optimization of intricate biological processes like
metabolic pathways or gene regulatory networks is another
area where DNA computing has shown potential. The best
conditions for each reaction may be determined, and the
yield of a desired product can be increased, by encoding the
reactions as DNA sequences and simulating them in vitro.In
fields including logistics, manufacturing, and transportation,
DNA computing has been used to optimize scheduling and
resource allocation issues. It is feasible to determine the
ideal timetable or allocation method that optimizes
efficiency and reduces costs by encoding the characteristics
of the problem as DNA sequences and modeling the
interactions between them.

Therefore, DNA computing has the potential to transform
the area of optimization by making it possible to quickly
explore sizable search spaces and find the best answers to
challenging issues. The creation of novel DNA-based
optimization algorithms and methodologies is anticipated to
significantly influence various sectors and applications, even
though there are still numerous obstacles to be solved.

D. Molecular Robotics

The goal of the rapidly expanding area of molecular
robotics, which uses DNA as a fundamental building
element, is to create molecular-scale machines and robots.
By enabling the exact control of DNA-based structures and
the integration of complex molecular systems, DNA
computing has significantly contributed to the advancement
of molecular robotics. DNA computing's capacity to encode
complicated behaviors and functionalities into DNA-based
structures is one of its primary benefits for molecular robots.
It is possible to control the building and motion of
molecular-scale structures by encoding certain sequences
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and instructions into DNA. This enables the creation of
intricate molecular machines and robots.

For instance, using DNA computing, scientists have
created molecular walkers that can travel along a DNA track
just like a real motor protein. The walker may follow a
predefined course and carry out certain duties, like
transferring goods or starting a reaction, by embedding a
series of instructions in the DNA sequence. Moreover,
DNA-based sensors and actuators that can adapt to changes
in their environment and carry out certain tasks have been
designed and constructed using DNA computing.
Researchers have created DNA-based sensors, for instance,
that can recognize particular compounds, like glucose or
toxins, and cause a reaction, such as the release of a
medication or the activation of a signalingpathway. The
creation of self-assembling structures and materials is a
further application of DNA computing in molecular
robotics. It is feasible to control the construction of intricate
three-dimensional structures and materials, such as DNA
origami and nanotubes, by programming particular
sequences and interactions into DNA.

Overall, DNA computing and molecular robotics have the
potential to transform the area of nanotechnology by making
it possible to design and build intricate molecular machines
and devices that have a variety of uses, from materials
research to medicine. The creation of new DNA-based tools
and approaches will probably result in significant
advancements in the sector in the years to come, even if
there are still numerous obstacles to be addressed.

E. Other Applications

There is a wide range of other possible uses for DNA
computing, in addition to its current applications in
molecular robotics, bioinformatics, optimization, and
cryptography. These are a few instances:

e Data storage: Due to its great storage density and
long-term stability, DNA has been suggested as a
viable medium for digital data storage. Data backup
and long-term archiving may benefit from the
capacity to encode and recover information using
DNA-based storage devices, which has been
proven by researchers.

e Nanoscale computing: DNA computing has the
potential to make it possible to design and build
nanoscale computing circuits and devices, which
might be applied to a variety of tasks, from
calculation to sensing. For instance, scientists have
created DNA-based logic gates and circuits that are
capable of carrying out basic computing operations.

e Drug delivery: DNA-based devices and structures
may be utilized for targeted drug delivery, in which
medications are only released in response to
particular bodily signals or circumstances. In
reaction to the presence of particular biomarkers,
researchers have created DNA-based nanorobots
that can target cancer cells and deliver medications.

e Environmental monitoring: DNA-based sensors
may be employed in environmental monitoring to
identify and measure pollutants, poisons, and other
environmental constituents. As an illustration,
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scientists have created DNA-based sensors that can
find heavy metals in both water and the air.

e Synthetic biology: By enabling the exact control
and manipulation of DNA-based systems and
organisms, DNA computing has the potential to
transform the area of synthetic biology. For
instance, scientists have created synthetic gene
networks using DNA computing that are capable of
carrying out sophisticated tasks like controlling
gene expression or detecting environmental cues.

Overall, DNA computing has a wide range of possible

applications, and the discipline is still in its infancy.
Anticipating many more cutting-edge uses of this
technology in the years to come as researchers continue to
create new instruments and methods for working with DNA.

V. ADVANTAGES AND CHALLENGES OF DNA
COMPUTING

A. Advantages of DNA Computing

DNA computing benefits include:

e High Parallelism: DNA computing's capacity to
carry out a huge number of computations in parallel
is one of its key features. This demonstrates how
much quicker DNA computing can tackle
complicated issues than conventional computers.

e Huge Data Storage: With the enormous quantity
of information that DNA molecules are capable of
storing, DNA computing is a promising technique
for data storage and retrieval. One exabyte of data
may be stored in one gram of DNA molecules.

e Energy Efficiency: Since DNA computing works
at the molecular level, it uses a lot less energy than
conventional computers do. It is an energy-efficient
technology since the amount of energy needed to
conduct a DNA computation is proportional to the
volume of operations being carried out.

e Fault Tolerance: DNA computing is intrinsically
error-tolerant, which means it can carry on even
when there are mistakes. Duplicate calculations can
be used to repair errors and guarantee the accuracy
of the final result.

e New Computing Paradigms: DNA computing
provides new paradigms that may be more effective
for addressing particular sorts of issues, including
optimization, cryptography, and biology. Problems
that are challenging or impossible to address using
conventional computer techniques can also be
solved with DNA computing.

e Nanoscale Computing: As DNA acts at the
nanoscale, it may be utilized to create incredibly
tiny machines that can carry out sophisticated
computations. Because of this, DNA computing
holds great promise for the creation of nanoscale
devices and sensors.

e Environmentally Friendly: DNA computing
doesn't emit any trash or pollutants, making it an
ecologically responsible device. Because renewable
materials can be used to create DNA strands, this
technology is also environmentally friendly.
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In conclusion, high parallelism, enormous data storage,
energy economy, failure tolerance, innovative computing
models, nanoscale computing, and environmental
friendliness are some of the benefits of DNA computing. For
a variety of uses, including data storing, encryption,
bioinformatics, and nanoscale computing, DNA computing
is a hopeful tool because of these benefits.

B. Challenges of DNA Computing

Challenges of DNA Computing:

Despite all of its benefits, DNA computing has several
issues that must be resolved before it can reach its maximum
potential. These difficulties include:

e Complexity: DNA computing needs a high level of
knowledge in molecular biology, chemistry, and
computer science. It is a complicated technology.
The synthesis and modification of DNA molecules
also need specialist tools and resources.

e Error Rates: During calculation, DNA strands may
experience mutations or harm that can affect the
end outcome. Despite the intrinsic fault tolerance of
DNA computing, techniques for mistake discovery
and correction are still necessary to guarantee the
precision of the outcomes. [3]

e Scalability: Because DNA computing is still in its
infancy, it will be difficult to scale up the
technology to manage larger and more complicated
computations. DNA computing's ability to scale is
also constrained by the expense of synthesizing and
working with vast quantities of DNA strands.

e Integration with Conventional Computing: DNA
computing is a complementary technology that can
be used with conventional methods to handle
complicated issues rather than as a substitute for
them. It is still difficult to develop techniques for
combining DNA computing with conventional
computing techniques.

e Ethical and Legal Concerns: The application of
DNA computing poses ethical and legal concerns,
especially in the fields of security and privacy.
Regulations are also required to guarantee the
responsible and secure application of DNA
computing technology.

e Education and Training: DNA computing needs
specialized knowledge and expertise, so education
and training programmers are required to create a
population with the necessary level of expertise.

The intricacy, error rates, scalability, integration with
conventional computing, moral and legal concerns, and
education and training problems are, in summation, the
difficulties of DNA computing. For DNA computing
technology to be developed and used successfully, these
issues must be resolved.[6]

C. Comparison of DNA Computing with Traditional
Computing

The use of DNA computing is compared to traditional
computing.

DNA computing differs from traditional computing
methods in both its advantages and disadvantages. The
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similarities between DNA computing and traditional
computing highlighted the following key distinctions:

e Speed: Electronic computations take only a few
microseconds or less, whereas DNA reactions
usually take hours or days to finish. As a result,
DNA computing is slower than conventional
computing techniques. However, DNA computing
may be able to carry out several calculations
concurrently, which may be advantageous for some
uses.

e Memory Capacity: DNA is capable of storing
enormous amounts of data in a very tiny quantity of
area and has a very high data storage capacity.
Because of this, it is a desirable choice for data
storage apps, particularly for big data sets.

e Energy Efficiency: DNA computing employs
chemical processes, which require very little
energy, to carry out calculations, making it one of
the most energy-efficient forms of computing. In
comparison, the energy needed to operate
electronic devices in conventional computing
techniques is substantial.

e Programmability: By encoding DNA sequences
with particular commands, DNA computing can be
made to execute specific calculations. However,
this computing necessitates a  specialized
understanding and proficiency in chemistry and
molecular biology.

e Scalability: Due to the specialized tools and
resources needed for the synthesis and handling of
DNA strands, DNA computing is not yet as
scalable as conventional computing techniques. Its
capacity to manage complicated calculations and
uses is thus constrained.

e Error Rates: Because DNA sequence mistakes can
be fixed through self-replication and self-assembly
processes, DNA computing is naturally fault-
tolerant. Traditional computing techniques, on the
other hand, are susceptible to mistakes brought on
by faulty gear or software.

e Price: Due to the high expense of synthesizing and
modifying DNA strands, DNA computing can be
costly. On the other hand, traditional processing
techniques are now more reasonably priced as a
result of technological advancements and
efficiencies of scale.

In conclusion, DNA computing has several benefits over
conventional computing techniques, such as high data
storage capability, energy economy, and fault tolerance.
However, its scalability and greater price are presently
limiting factors. DNA computing is a complementary
technology that can be used with conventional computing
techniques to tackle challenging issues, not a replacement
for them.[6]

D. Comparison of DNA Computing between different
methods

The most well-known DNA computing models are those
created by Adleman, Winfree, and Rothemund. Although

CVR College of Engineering

20



E-ISSN 2581 — 7957
P-ISSN 2277 — 3916

they have certain things in common, they also have some
significant distinctions.

The DNA computing pioneer Adleman's paradigm is
predicated on the notion of employing DNA strands as a
computational tool. Adleman's model uses DNA strands to
represent a graph, and a sequence of DNA manipulations,
including PCR amplification, gel electrophoresis, and
restriction enzyme digestion, are utilized to solve the
computational problem. Adleman's model has the advantage
of being able to tackle NP-complete problems, but because
DNA changes are so intricate, it can be slow and prone to
mistakes.

On the other hand, Winfree's paradigm is predicated on
the notion of exploiting DNA as a programmable molecular
fabric. According to Winfree's concept, a sequence of
hybridization processes is used to create DNA strands that
are intended to self-assemble into specific forms and
patterns. Although Winfree's model has the benefit of
parallel computations, which help speed up the process,
designing and optimizing DNA sequences to create the
desired structure can be difficult.

The concept behind Rothemund's model, commonly
referred to as DNA origami, is to use DNA strands to fold
into intricate two- and three-dimensional forms. Using
shorter DNA strands, referred to as "staple strands,"
Rothemund's model describes how a lengthy single-stranded
DNA molecule is folded into a predefined form. The ability
to produce complex and programmable nanostructures is a
benefit of Rothemund's concept, but designing and
optimizing the DNA sequences to get the required form may
be difficult and time-consuming.

In conclusion, DNA strands are used in Adleman's model
to solve computational issues, DNA strands self-assemble in
Winfree's model to produce predetermined shapes and
patterns, and DNA strands are folded into complex,
programmable nanostructures in Rothemund's model. The
choice of the model relies on the particular application
needs. Each model has benefits and drawbacks.[17]

V1. FUTURE OF DNA COMPUTING

A. Current Research and Development

The performance and dependability of DNA computing
models are currently being optimized, and novel uses for the
technology are being investigated. Among the study topics
being pursued at the moment are:

e DNA computing algorithm optimization: To
facilitate quicker and more accurate issue solving,
researchers are trying to increase the effectiveness
and accuracy of DNA computing algorithms.[7]

e DNA molecule design and synthesis: DNA
computing heavily relies on DNA molecule design
and synthesis, and scientists are currently working
on improved methods for synthesizing and building
DNA strands.

e Integration of DNA computing with other
technologies:To build more potent computing
systems, researchers are looking into integrating
DNA computing with other cutting-edge
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technologies like quantum computing and machine
learning.

e DNA computing in biology and medicine: By
facilitating more effective drug discovery and
personalized medicine, DNA computing has the
potential to revolutionize biology and medicine. In
these areas, researchers are looking into novel uses
for DNA intelligence.

e Creation of fresh DNA computing models: New
DNA computing models are being created by
researchers, and they will be able to handle larger
and more complicated issues. This includes models
that integrate other kinds of molecules, such as
RNA and enzymes, as well as models that employ
DNA-based logic circuits.

In general, DNA computing research and development is
geared towards enhancing the technology's powers and
broadening its uses. DNA coding has the potential to
develop into a potent instrument for tackling some of the
most difficult issues of our time with further developments.

B. Potential of DNA Computing

The promise of DNA computing is enormous because it
provides a special collection of benefits over conventional
computing techniques. The following are some possible uses
for DNA computing:

o Effective issue handling: DNA computing can be
more effective than conventional computing
techniques at solving complex problems. This is
possible because DNA can hold a tonne of data in a
tiny quantity of area and carry out extremely
complex parallel computations.

e Secure data storage: Due to its durability and
resilience to deterioration, DNA has the potential to
be used as a secure data storage medium. It is a
desirable choice for long-term storage because it
can hold a large quantity of data in a small area.

e Personalized medicine: By facilitating quicker and
more effective medication finding, DNA coding
has the potential to revolutionize personalized
medicine. Personalized therapy strategies based on
a person's genetic makeup can also be developed
using it.

e Environmental tracking: DNA coding can be used
for pollution identification and environmental
monitoring. This is due to the high precision and
sensitivity with which DNA can be used to identify
particular environmental toxins and pathogens.

e DNA computing is extremely energy-efficient,
making it a desirable choice for uses where energy
usage is a worry. It also can provide affordable,
environmentally friendly working options.

Overall, DNA computing has enormous promise and has
a special set of benefits over conventional computing
techniqgues. DNA computing has the potential to
revolutionize a variety of sectors and find solutions to some
of the most difficult issues of our time with ongoing study
and development.
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C. Future Challenges and Opportunities

DNA computing will eventually encounter several
difficulties and possibilities, just like any other new
technology. The expensive expense of synthesizing and
sequencing DNA, which can restrict its use in practical uses,
is one of the major challenges. Additionally, it may be
challenging for academics to work together and exchange
information due to the absence of standard methods and
tools for DNA computing.

The requirement to create more dependable and effective
techniques for DNA production presents another difficulty.
The polymerase chain reaction (PCR), one of the
contemporary techniques for DNA synthesis, has constraints
in terms of precision and scalability and has the potential to
incorporate errors into DNA sequences.

Despite these difficulties, DNA computing has a wide
range of possible uses, from bioinformatics and encryption
to drug discovery and molecular automation. In the future,
DNA computing may revolutionize industries like
biotechnology and personalized medicine by enabling more
specialized and tailored illness therapies. [16]

Additionally, DNA computing has the potential to be
combined with other technologies, such as machine learning
and artificial intelligence, to produce even more effective
and sophisticated systems. For instance, DNA computing
could be combined with machine learning techniques to
create more precise predictive models for the detection and
management of diseases.

Overall, there are many possibilities and obstacles in the
future of DNA computing. It can revolutionize many fields
and have a major effect on society with ongoing study and
development and collaboration between scientists and
researchers from various disciplines.

VII. CONCLUSIONS

A. Summary of the Importance and Potential of DNA
Computing

In conclusion, DNA computing is a rapidly developing
field that, by utilizing the ability of biological molecules to
carry out sophisticated computations, has the potential to
revolutionize computing. Its significance stems from its
capacity to carry out massively parallel calculations and
resolve intricate issues that are challenging or unattainable
to resolve using conventional computing techniques. The
promise of DNA computing is enormous, with uses in
everything from molecular robotics and optimization to
bioinformatics and encryption.

The creation of new algorithms, methods, and models that
enable faster and more accurate computations has enabled
advancements in DNA computing. DNA computing has
gained new opportunities thanks to the ability to precisely
create and modify DNA sequences.

The possible advantages of this technology are
substantial, despite the difficulties that must be surmounted
in the development of DNA computing, such as the expense
and duration of DNA synthesis and the requirement for
specialized laboratory tools. The possible uses of DNA
computing are anticipated to grow as this field of study
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advances, making it an interesting field of study for both
computer scientists and biologists.

B. Results and Outcome of DNA Computing

Clear objectives and anticipated results are crucial while
undertaking research in the field of DNA computing.
However, in other circumstances, especially in exploratory
or speculative research, it may not be practical or acceptable
to suggest precise conclusions or outcomes.

In the early phases of a new subject or technology,
exploratory research is frequently carried out with the goal
of developing fresh concepts and investigating prospective
applications. In these circumstances, the research might not
have a clear hypothesis or research topic, and the results can
be random or unknowable. On the other hand, exploratory
research looks at concepts or hypotheses that might not have
enough empirical data to back them up.

In either situation, the absence of anticipated
consequences or findings does not automatically imply that
the study is not worthwhile or significant. Instead, it could
encourage more creative investigation with a wider range of
possibilities, which could result in unforeseen findings or
breakthroughs. Additionally, speculative and exploratory
research can act as a springboard for more targeted and
concentrated study, where projected aims and results can be
more precisely specified.

Even in exploratory or speculative research, a defined
study plan and technique should still be in place. By doing
this, you can make sure that the study is methodical,
exacting, and founded on scientific standards. Additionally,
to encourage cooperation and expand on the findings, the
study should be thoroughly recorded and distributed to
others in the area.

Here are some obvious results.

e DNA computing holds the promise of huge
parallelism and biocompatibility, which could lead
to advancements in sectors like drug development,
materials research, and encryption.

e Anticipating the construction of more complex
models and applications as DNA computing
research develops, which could ultimately result in
the development of whole new computer
paradigms.

e Although DNA computing is still in its infancy, it
has already shown that it has the potential to be an
effective tool for dealing with practical issues.
Anticipating more complex and varied uses of
DNA computing as research in this area advances.

e  The development of molecular machines and DNA-
based nanorobots may make it possible to build
intricate nanoscale systems for a variety of uses,
such as targeted medicine delivery and
environmental monitoring.

e The potential of DNA computing ultimately resides
in its capacity to push the boundaries of computing
and open up fresh opportunities for research and
technological advancement. [18]

In conclusion, DNA computing is a fascinating and
quickly developing field of study that has the potential to
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revolutionize how biology, computer, and technology are
viewed. DNA computing has the potential to revolutionize a
variety of sectors and spur new developments in science and
engineering with ongoing investment and research.
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Abstract: Shift and Add Algorithm, also referred to as
Volder's algorithm and the digit-by-digit technique. This is a
specialized digital computer designed for airborne real-time
processing. To calculate the trigonometric relationships
involved in a plane coordinate rotation and conversion from
rectangular to polar coordinates, a specific computational
technique is used in this case. Additionally, the shift and add
algorithm apply to modern systems, square roots, logarithms,
and exponential expressions. Trigonometric functions are
highly important in computation units; currently, many
mathematical functions Sine, Cosine, Tangent, etc., by applying
this approach, it is very simple to compute. Redundant
arithmetic is used to lower the delay and boost the speed of
operation. The adders play a significant part in the shift and
add algorithm and carry propagation in adders causes the
delay to increase quickly and slow down the speed of operation.
Carry-propagation chains are produced by conservative
operations like addition, multiplication, and subtraction. To
rectify this issue, redundant number schemes are used. Using
redundant numbers by speeding up mathematical operations.
This technique is applied in signal processing and other areas.
In this paper, an efficient and modified shift-and-add
algorithm is designed, which is used to minimize the rotation
angles. The main idea of the algorithm is to replace the carry
select adder with an Integrated Redundant Arithmetic adder
and subtractor, to achieve better latency and maximum
throughput. By using redundant adders, the algorithm can be
implemented with high speed and low power.

Index Terms: Shift and Add algorithm, Carry Select Adder
(CSLA), Redundant Arithmetic Adder (RAA), rotation angles,
Cadence-Innovus.

|I. INTRODUCTION

A common shift and add approach is used to compute a
variety of arithmetic, logarithmic, trigonometric, and
hyperbolic functions [1, 2]. The Shift and Add technique,
which lowers complex multiplication and significantly
reduces overall hardware complexity, is very
straightforward and iterative. It is now a common option
when a designer seeks to balance hardware requirements
with latency. As a result, it was used in a wide range of
industries including communications, multimedia, robotics,
and the internet of things [3].

When compared to the traditional shift and add method,
several variants have been suggested in the literature for an
efficient shift and add implementation with the fewest
repetitions. The reverse angle recoding is employed to get
rid of the redundant shift and add elementary rotation [4].

The shift and add algorithm determine the number of
iterations to do and compute the necessary angle using the
fewest possible iterations. A redesigned shift and add
architecture were presented that uses a new set of angles to
split the rotational angles into smaller angles and calls for
the least number of adders possible [5]. New, better designs
were also suggested [6], replacing the regular adders in the
architecture with area-efficient carry-select adders. With the
enhanced power control and the hardware reduction
approaches, a low-power and high-speed shift and add (LH-
SAA) design is presented to produce a high-speed or the
architecture of low latency VLSI for the shift and add
algorithm [7].

In order to reduce the number of iterations and power
consumption, hardware reduction techniques are proposed in
this study along with an enhanced shift and add design that
makes use of an integrated adder subtractor. The primary
goal of the shift and add algorithm being suggested is to
achieve low latency and high-speed VLSI design. The Hcub
algorithm and the Canonical Signed-Digit (CSD) approach
are used to reduce the number of shifters and
adders/subtractors. These strategies are employed to carry
out complicated processes. CSD implements the extension
circuit's non-zero combination operations. Instead of being
restricted by a constant bit, it creates a multiplier block out
of the group of constants. The main contribution of the
paper is an enhanced shift and add design that makes use of
the built-in adder and subtractor.

Il. RELATED WORK

The revised shift and add algorithm, which replaces the
shifts and adds micro-rotation by a new angle set, was
introduced by Garrido et. al. [5]. Three new sorts of rotators
are used in their novel strategy: friend angles, USR Shift &
add, and nano-rotations. The proposed shift and add
algorithm use the fewest adders among shift and add
algorithms too far owing to the proposed micro-rotations.

Even though the new design has additional advantages,
demonstrated in earlier research [6, 7] that it may still be
improved architecturally by employing cutting-edge
methods. Making the entire design power efficient with the
architecture of the friend angles (5 Adder, 7 MUX, and 9)
was the focus of the work's primary sections.

A shift and add with low power and high speed (LH-shift
and add) is designed. A proposed design [7] for enhanced
power control and hardware optimization methods is
implemented using the Canonical Signed digit.
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The (CSD) approach and the Hcub algorithm are utilized
to calculate the size of the shifter. The Advanced Boolean
Logic (ABL) technique used in the design of the adders
blends the two binary adders into one, allowing for
component sharing, especially during the preprocessing and
sum computation phases. These three methods are utilized to
restructure the complete shift and incorporate logic stages
which [5], results in low power consumption and increased
throughput.

The primary concept behind this suggested approach is
that redundant arithmetic adders can be employed in place
of a traditional CSLA adder. Due to no carry propagation
chains; this adder may perform quick arithmetic operations
in a variety of data processing approaches. Due to the
aforementioned feature, this adder is mostly utilized for
minimizing area and power dissipation. The carry
propagation delay can be reduced by manipulating CSLA in
various computational structures, but it cannot be eliminated
entirely [13]. Compared to standard binary representation, a
redundant binary representation is effective for accelerating
arithmetic operations even on FPGA/ASIC. Redundant
binary representation accelerates addition, subtraction, and
multiplication. The price for the speed is frequently
reasonable when you realize how crucial timing is when
creating digital filters.

I1l. PROPOSED ALGORITHM

The shift-and-add algorithm is designed in hardware
using the proposed method, which uses an integrated adder
and subtractor to simplify the hardware implementation.
Because it combines numerous adders/subtractors into a
small one, the integrated adder/subtractor uses minimum
adder, and subtractor for the computation of addition,
subtraction, carry, and borrow. To calculate the nano-
rotations, it makes use of some of the resources from the
shift-and-add method and goes through multiple rotational
steps. Each level in this series differentiates itself from the
others based on the input angle for the shift-and-add nano-
rotations. Instead, then using traditional logic gates, the
proposed solution employs redundant arithmetic gates to
produce the correct performance of addition and subtraction
operations.

A. Integrator Adder and Subtractor

Using a shift-and-add algorithm, you can simplify long-
term arithmetic operations by integrating the adder and
subtractor. If more than two bits are added or subtracted, the
binary full adder/subtractor will fail to work [8]. It can
handle only one bit per input with output carry and borrow.
A different kind of computer arithmetic that is appropriate
for applications with a lot of numbers is provided by
Redundant Number Systems (RNS). The ability of RNS is
to catch or prohibit carry propagation [9], which results in
parallel adders with constant delay regardless of the operand
word length, is a key feature. As a result, RNS format results
are produced with reduced latency. It uses 1.4 times less
power and memory while reducing the number of adders
and subtractors that are utilized in the shift-and-add
architecture.
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In numerically demanding applications, the usage of
redundant number systems can greatly enhance
computational performance. However, because each symbol
requires numerous bits, the architecture of their arithmetic
circuits is typically expensive [9]. The redundant arithmetic
integrator has two types of circuits i.e.,, Redundant
Arithmetic - Plus Plus Minus (RA-PPM) adder, and
Redundant Arithmetic - Minus Minus Plus (RA-MMP)
Subtractor. An integrated adder/subtractor consists of two
RA-PPM and two RA-MMP gates with redundant arithmetic
logic architecture as shown in Fig. 1.
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Figure 1. Redundant Arithmetic Integrator Adder & Subtractor

Three inputs—X, Y, and a constant input—are used, and
the output is the sum or difference. When the control bit is
set to zero, the circuit performs an addition operation. If the
value is set to one, the circuit performs a subtraction
operation. In this circuit, there is only one garbage input,
which is represented by the logical zero. Garl through Gar3
refers to the three garbage outputs [10]. The third and the
fourth inputs to the RA-MMP gate are the output from RA-
PPM gates, constant inputs, and B value. Two split
equivalent outputs are managed by A, the second input to
the RA-PPM gate.

The selection input represents the constant input which is
taken into consideration for addition and subtraction. The
input indicates whether the operand is a 2'complement and
whether it follows a critical path. Utilizing this shift-and-add
architecture's combined adder and subtractor the complexity
of addition and subtraction has been lowered, and the need
for adders and subtractors was also decreased. In this study,
the shift-and-add architecture [11, 12] is a simplified, fully
integrated adder/subtractor, which increased architecture
performance and reduced power consumption.

B. Improved Shift-and-Add Architecture

The improved shift-and-add algorithm's rotation stages
are organized as shown in Fig.2 below, and Table 1 provides
detailed information on each stage. The shift-and-add
Rotator rotates the input vector by any necessary angle to
produce a new vector with the x-axis. The result of the
vectoring procedures and the original vectors' scaled
magnitude is the rotation angle. When six stages of
architecture is taken into consideration it may not be suitable
for all kinds of applications because of slight latency
increases which may not be majorly suitable for battery-
operated devices. The six stages are Trival rotations, friend
angle rotation, USR Cordic, traditional Cordic (2 stages),
and Nano rotator. The Trivial Rotation stage measures the
trivial rotations by £180 and £90 in the range of +45 to set
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the remaining angle apart from this any other angle set
cannot be assigned. The friend angle rotation stage will
rotate the entire kernel with a reduced input angle set. In the
USR Cordic stage, the angle value will be further reduced
by changing the shifter and reducing the number of
iterations. A comparison of two angle sets which are coming
from the friend angle and USR rotor will be compared and
finally, that will be given to the nano rotation stage. The
output of this stage will have a very minute angle value. The
CORDIC algorithm, where it is bigger than out of the
preceding stage for every stage, provides the convergence of
circumference. Finally, the presentation of the angle in the
range of [0, 1]. By eliminating the 4™ and 5" stages angle
minimization is happening but latency is slightly increasing
due to its traditional architectural structure of Cordic which
is designed using carry save adders and no. of iterations.
When iterations are going on increasing the area of
architecture is slightly increasing due to an increase in
adders and shifters. The main goal of architecture is to
minimize the angle and to get in range of [0, 1] so the 4™
and the 5™ stages are eliminated and slightly modify the
architecture of the nano-rotor with different shifter sizes,
and a few multiplexers are added.
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Figure 2. The architecture of the Improved Shift-and-Add Algorithm

TABLE I.

ROTATION STAGES AND THEIR DESCRIPTION
Stage Index | Input Angle | Output Angle

1 +180° +46°

2 +48.105 +11.305

3 +11.67 +4.635

4 +4.56 +2.79

5 +2.79 +0.986

At each rotation of the angle, the function of the vectoring
uses the least significant components of the residual vector.
The sign of the residual component determines the next
rotational direction of the rotator. The angle accumulator is
first initialized to zero, and the traversed angle specifies the
end of each repetition.
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Figure 3. Architecture of Friend Angle Rotator
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The canonical signed digit, which subdivides the original
angle into several smaller angles, is used to extract the
rotational quantization process of the angle. These sub-
angles reduced the angle quantization error and are roughly
closer than that of the original rotational angle. In the initial
phase, friend angle and USR [11] are used. The hardware
architecture is presented in Fig. 3. It has seven 2:1
multiplexers and five adders. Depending on how the
multiplexers are set up, it can calculate all the kernel
rotations. The kernel is also defined by the user. The Rotator
architecture of the USR is depicted in Fig. 4. The only way
to implement this architecture is by using two adders and
two 2:1 multiplexers.

The friend angle and USR inputs in STAGE-1 are both
presented in rectangular form. The outputs of the Friend
angle rotator and USR rotator are compared using two 16-bit
comparators as shown in Fig. 5 in STAGE-2. Separate
comparisons are made between the Friend angle rotator's
output x out and y out and the USR.
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Figure 4. The architecture of the USR Rotator

The friend angle and USR inputs in STAGE-1 are both
presented in rectangular form. The outputs of the Friend
angle rotator and USR rotator are compared using two 16-bit
comparators as shown in Fig. 5 in STAGE-2. Separate
comparisons are made between the Friend angle rotator's
output x out and y out and the USR.

A>B

Figure 5. Design Structure of 16-bit Comparator

This level employs a rotator with nano-rotations as shown
in Fig. 6. First, Bm must be chosen to construct the rotator
taking into account the range of input angles.
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Figure 6. Architecture of Nano-Rotations

The output of the comparator is used as input to the Nano
rotator. Depending on the situation, the user can select either
the value A>B or AB. The user can use AB if he only wants
a very small angle. The output is also reliant on the 2:1
multiplexer's selection line.

IV. EXPERIMENTAL RESULTS & DISCUSSION

The Carry Select Adder (CSLA), which mandates that the
carrying extend from the LSB to the MSB, is the foundation
of the improved Shift-and-Add architecture. As a result, as
word length rises, so do the flaws in the breakdown process
and the execution of the sub functions [12]. Because of this,
there are various critical routes for various stages, which
cause distinct clock cycles. The core's general working
frequency is therefore determined by the system's slowest
arrangement, which is a factor. The proposed redundant
arithmetic adder  (RA-PPM) is  significantly  less
complicated, requiring only bit-by-bit XOR, NAND, and
INV as shown in Fig. 7, as well as synchronous activities to
make the limitation in the disintegration of a level planning
reaction and primarily reducing long carry prorogation
chains.

Figure 7. RTL Schematic of RA-PPM adder

The CSLA logic is created with the use of parallel carry
chains. The suggested RA-PPM adder structure [12] and
traditional structures, such as the CSLA [12], are compared
in terms of various area execution parameters, including the
number of cells, I/O ports, and nets in addition to a logic
latency (ns), path latency (ns), and highest combinational
delay (ns) shown in Fig. 8. In Fig. 9, the power usage of two
designs is displayed. Compared to the CSLA structure, the
suggested RA-PPM structure dissipates less power (Fig. 9).
A superfluous mathematical idea diminished the strength of
the suggested method. In addition, the suggested Shift-and-
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Add use little hardware, leading to increased on-chip control
dispersion. It is obvious that the planned Shift-and-Add is
practical to enforce when it comes to the planning reaction
of the suggested Shift-and-Add structure.
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Figure 8. Comparison of CSLA and RA-PPM in terms of area
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Figure 9. Comparison of CSLA and RA-PPM in terms of power

RTL schematic of the RA-MMP subtractor is shown in
Fig. 10.

Figure 10. RTL Schematic of RA-MMP subtractor

The rectangular shape of the input angle is taken.
Specifically, x+ iy = 25+ i500 = 85.120 (angle). In stage 1,
the input is provided to the buddy angle rotator and USR.
The 2:1 MUX selection line of the rotators control output of
stage 1. Then, in stage 2, the comparator compares the
outputs of the two rotators, and the lowest value of x + iy is
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taken into account. The nano-rotation rotator receives the
lowest value in stage 3.

CASE 1:

INPUT: x+ iy = 25+ i500 = 85.12° (angle)

Selection lines of 2:1 MUX of all rotators=s=1

OUTPUT: Stage -1: Friend angle: 625+ 110425

USR CORDIC: 3175+ 164500

Stage-2: compare 625, 3175 and 10425, 64500.

Stage-3: lowest value of comparator is input to nano-
rotator.

X+ iy = 625+ 110425

Finally, the output of the nano-rotation rotator is.

X+ iy = 49551 +i3257 = 3.76° (angle)

CASE 2:

INPUT: x+ iy = 25+ i500 = 85.12° (angle)

Selection lines of 2:1 MUX of all rotators =s=0

OUTPUT: Stage -1: Friend angle: 5500+ i16200

USR CORDIC: 60736+ 164400

Stage-2: compare 5500, 60736, and 16200, 64400.

Stage-3: lowest value obtained by the comparator is the

input to the nano-rotation rotator

x+ iy = 5500+ 116200

Finally, the output of the nano-rotation rotator is.

X+ iy = 19456 + i57344 = 71° (angle). The RTL
schematic of redundant integrator adder and subtractor-
based improved shift-and-add architecture is shown in Fig.
11.
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Figure 11. RTL Schematic of Improved Shift-and-Add architecture.

As it is designed using the suggested RA-PPM adder, it
delivers lower hardware utilization and power consumption
when compared to typical architectures. The input signal
"Clk," along with all other input signals, is rotated at a 45-
degree angle as one example. Sine values are discrete, while
cosine values are discrete. The addresses are kept in
predetermined Shift-and-Add algorithm slant values. Shift-
and-Add architecture with the suggested adder is laid out in
Fig. 12.
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LS

Figure 12. Physical Layout of Improved Shift-and-Add architecture.

Digital signal processing techniques typically call for a
lot of multiplications. Consider a FIR filter with 32 taps as a
basic example. A single sample of the filter output requires
16 multiplications, which becomes easy when it uses
symmetry in the filter coefficients. These multiplications
may take a while, depending on the number of bits used to
represent the input samples and the filter coefficients. Over
the years, there has been a lot of interest in the design of
hardware-efficient multipliers, and adders, and substantial
research has produced several solutions. The fundamental
ideas of canonical signed digit (CSD) representation are
reviewed in this article. When multiplying an input signal by
a constant multiplicand, such as when designing an FIR
filter where we have some fixed coefficients, CSD is an
intriguing method for creating efficient multipliers. The
arithmetic  procedure known as Multiple Constant
Multiplications (MCM) multiplies a group of fixed-point
constants by the same fixed-point variable X. Costly
multipliers must be avoided for MCM to be applied
effectively. Hardware substitutions that solely do adds,
subtraction, and shifts are required to be multiplier-less. As
a result, the process of determining the least amount of
addition/subtraction operations is how the MCM problem is
described. It is hypothesized that MCM's computational
complexity is NP-hard. Table Il bounds have been precisely
determined by the average, added cost, and adder depth
additions for various algorithms. Compared to all algorithms
CSD looks better for both serial and parallel adder design
depths.

TABLEII.
COMPARISON OF VARIOUS ALGORITHMS IN TERMS OF ADDER COST

Algorithm Adder- Serial-Adder Depth Parallel-Adder
Cost Depth
Max. Avg. Max. Avg.
CSD 12 10 8.33 4 4.00
HCUB 13 11 7.33
MCM 19 8 6.33 4 4.00
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V. CONCLUSIONS

In this study, a hardware reduction technique-enhanced
shift-and-add design with an integrated adder and subtractor
using a redundant arithmetic concept is proposed. An
integrated adder/subtractor, or CSD approach, reduces the
number of adders, subtractors, and shifters and by using RA-
PPM adders and RA-MMP subtractors the latency is
reduced, and throughput increases due to no carry
propagation chain. ASIC-Cadence tools are used to
implement the proposed and enhanced shift-and-add
architecture. When compared to the existing methodologies,
the performance of the suggested method performs better in
terms of area, power consumption, and frequency. All the
designs are designed using Verilog HDL, simulated using
the NCHDL simulator, and synthesized using the genus
synthesis tool, and finally, physical design is performed
using the Cadence Innovus tool to generate a graphic data
stream Il file. When compared to the shift-and-add
algorithm's conventional way, the simulation results reveal
that the proposed method uses 12.11% less power, operates
at a higher frequency of 33.3%, and occupies 14% less
space.
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Abstract: In the present world nothing is more important than
one's health. Good health is necessary for human satisfaction
and well-being, and it contributes significantly to prosperity,
wealth, and even economic growth. Hence, there is a huge
necessity for healthy populations in the present real-time world
for a better society and a longer human life cycle. Now a days
people are becoming vulnerable due to climate changes,
industrialization, and lack of physical activities. Everyone needs
to monitor their health conditions regularly and take
precautionary measures before it is too late. This precautionary
measurement results in lower morbidity and longer life span of
human beings. There are four basic and important parameters
for every individual, that are checked to evaluate certain aspects
of human health i.e., Body temperature, Pulse rate, Respiratory
Rate, and Blood Pressure. All these human health parameters
are collected from the various sensors and these sensors’
information is given to a health monitoring system that is
designed using Python. These health parameters are analyzed
for different age groups of human beings for their health
monitoring conditions for a better life. The age groups are
considered as infant, adolescent. Middle age, and old age based
on the age group. This designed system also gives the health
condition parameters range and health status in terms of
abnormality. Using these output values, proper suggestions,
precautions, physical activities, and medications will be
suggested in the form of health reports. With all these output
parameters the health conditions of present human beings will
be properly monitored for better survival.

Index Terms: Health System, Body Temperature, Blood
Pressure Pulse Rate, Respiratory Rate, Python.

I. INTRODUCTION

The current state of the healthcare system is disintegrated
due to poor patient-doctor communication. Therefore,
information technology using software languages becomes
necessary to solve this issue. loT-enabled medical equipment
can significantly improve healthcare services. There is a big
possibility of saving lives by implementing 10T concepts in
healthcare [1]. In this study, a customized sensor is utilized to
track the patient's breathing rate, bodily movement, body
temperature, and heart rate. The Raspberry Pi is one of the
most important 10T learning platforms. Due to its ability to
provide a full Linux server on a tiny platform for a very low
price, the Raspberry Pi is a popular platform. The general

purpose 1/O pins on the Raspberry Pi can be used to connect
to services and actuators as well.

The integration of Raspberry Pi with loT creates a cutting-
edge medical solution [2,3]. Multi parameter displays, which
can track and display different parameters simultaneously, are
becoming more and more popular these days. Pulse oximetry,
ECG, blood pressure, and temperature are among the
parameters that are measured with a thermoelectric
transducer [4]. The Internet of Things (loT) is a network of
actual physical things that use embedded technology to
communicate, detect, or respond to internal conditions or
environmental changes. "Things on the Internet of Things"
refers to any form of object, whether it is a smart gadget with
higher artificial intelligence that can communicate with other
objects very effectively or a dumb object without any
communication skills [5]. Previously, it was difficult for a
doctor to keep a check on a patient in a remote location during
an emergency. To allow the doctor to continuously access the
data and to alert the career when the patient is in a severe
condition, a system is developed which can continuously
monitor the patient's status and automatically sends the data
to a server [6]. In the past, only various devices for various
metrics could be used to monitor the patient. Therefore, it is
recommended to combine various equipment into a single
module to monitor the patient's necessary circumstances [7].
Each sensor's data was recorded and uploaded to the server.
The data was retrieved from numerous devices connected to
the internet using secure login information [8]. It is a
significant problem for the providers to effectively handle the
massive amounts of information and data produced by these
interconnected 10T devices [9]. Internet of Things Analytics
(10T) is a technology used to address this issue of storing and
analyzing enormous amounts of data [10, 11].

The healthcare sector has experienced considerable
expansion in recent years and has significantly increased both
employment and revenue [12]. A few years ago, a physical
examination in the hospital was required to diagnose diseases
and other abnormalities in the human body [13, 14]. Most of
the patients had to remain in the hospital for the duration of
their therapy. This has increased healthcare costs and put
pressure on healthcare facilities in rural and isolated areas
[15].
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For a long time, traditional checkups in a specialist medical
facility were the norm for determining blood sugar, blood
pressure, and heart rate [16]. Today's patients may take their
vital signs every day because of the wide range of sensors that
are available to read vital signs, including blood pressure
cuffs, glucose meters, heart rate monitors, and
electrocardiograms [17,18].

In present world, the health related issues are the major
reason for increasing human death rate. Due to the statistics
of different surveys, every day around 1,51,600 people are
losing their lives because of these health issues.
Modernization and precaution measurements of health care
system can reduce this people’s death rate per day. In the
Conventional health care systems, the health care professions
play a primary role for health monitoring of human beings.
[19]. But, nowadays, there are a lot of old people who are
living alone at home, and they may not have access to the
hospitals for regular medical care. Hence, there is a
requirement of health monitoring system which will help
every human being in examining all health parameters. The
FPGA is used to create this monitoring system, which will
examine heart rate, temperature and processes the data at high
speed [20].

The health monitoring system can be designed by adding
different sensors to a human being to monitor different health
parameters. These sensors data outputs are processed by
using data aggregator, communication link and processing
unit. A specialized gadget and/or personal computer may
serve as the data aggregator and processing unit. [21].

The physiological parameters of human beings need to be
monitored by the healthcare monitoring system are different
for different age groups. For instance, the criteria for constant
monitoring system of the pregnant woman consists of
monitoring the status of Blood Pressure (BP), heart rate, and
movements of the developing foetus etc. Similarly, it is a
challenging task to monitor a patient's health if they have a
chronic illness or physiological issue. The challenge is that
the doctor must frequently visit the patient and evaluate their
condition by examining the recorded physiological measures,
such as body temperature and blood pressure etc. [22] Most
of the health monitoring systems uses microcontrollers for
their implementation, but in this design, FPGA is used
because of the advantages in terms of reconfigurability,
flexible  functionality —and adoption for advanced
technologies. This FPGA based design is also used for better
power efficiency, small operations at precise timings, real-
time and improved performance applications. [23].

Health related issues are the major problem for human
society in the entire world. Hence, there is a requirement of
design in the technique and a system which allows a person
to remotely measure the vital indicators at any time. This type
of system will help the people who are constantly busy in
their routine life and busy schedule. Due to this busy daily
schedule of activities people are becoming physically and
mentally susceptible. This results in time constraints for their
families and to maintain the level of fitness needed for healthy
survival. The fundamental tenet of healthcare is "appropriate
care for the right person at the right time," which results in
more acceptable outcomes, improvements in terms of
healthcare dependency and cost-effective solutions.
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The intense demand on urban healthcare administration has
spurred technological development to produce the right
solutions to the problems that are emerging. The challenge is
that a patient must regularly visit the doctor to monitor their
health status using the observed data, such as Body
temperature, Pulse rate, Respiration rate and Blood pressure.
Hence, the proposed health monitoring system is suggested
by combining monitoring of different health parameters into
a single module. The design of the proposed system is
accomplished with the aid of Python-based real-time
monitoring system for Bio-medical applications.

In this paper, section 2 covers the information and design
methodology about the design of existing and proposed
Health Monitoring systems. Section 3 covers the information
about hardware and software components by using the flow
chart and algorithms of Health Monitoring system. Section 4
covers the Result analysis. Section 5 shows the Conclusion
followed by References.

11. DESIGN METHODOLOGY

There are different health monitoring systems to support
Body Temperature, Pulse Rate, Respiratory Rate and Blood
Pressure are available with certain advantages and limitations
as discussed below.

The Body Temperature Monitoring System [24] essentially
measures and senses body temperature. This generates a
sound alarm system when a patient's temperature changes
quickly and turns on an LED when a patient's temperature is
expected to worsen soon. To measure the patient's actual
body temperature, an LM35 temperature sensor must be
inserted into the patient's body cavity. For further analysis,
the data must be gathered and preserved. Any machine
learning technique may forecast the temperature
measurements for every half-hour or hour using this data. It
is possible to establish upper and lower threshold limitations.
As a result, two tasks will be completed simultaneously. This
continuous monitoring will be helpful in analyzing the
predicted and actual values with the threshold ranges. A
positive signal will be given to alarms if there is any
discrepancy.

The Heart Rate Monitoring system using loT [25] project is
made up of several parts, including LCD display, Wi-Fi
module, receiver module, heartbeat sensor, and 5V Regulated
Power Supply. The microcontroller serves as the project's
central processing unit and keeps track of the patient's heart
and pulse rates. The patient's temperature is calculated by a
temperature sensor, and the patient's heart rate is monitored
by a heart rate sensor. One can measure the heart rate with the
help of the lights on the heart rate sensor module. The amount
of blood in the capillaries is represented by the reflected light
when the finger is placed on the pulse sensor.

The Respiratory Monitoring System for Asthma Patients
based on loT [26] uses Ethernet shield to display the
respiration rate number in a web browser, clinicians can
easily access the patient's information from anywhere in the
hospital. The patient's health status can then be determined
without the aid of medical personnel by applying data mining
techniques. Early disease identification is made feasible by
this system. Future data retrieval processes will take
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advantage of wireless technologies, cloud storage, and big
data analytics.

The 10T blood pressure monitoring system [27], which is
implemented by using both software and hardware. The
system's block diagram represents and shows that Raspberry
Pi can recognize data from the blood pressure device and send
it over the internet. Because of this the users may view the
monitoring results using Telegram and mail applications.
These results are accessible for anyone who has the authority
to access the data and information.

To overcome all the limitations of these existing systems, a
new health monitoring system is designed with all the four
health conditioning parameters and their age groups to
support the entire family health care monitoring. This system
also provides proper medication as a suggestion if abnormal
cases exist. The suggested data is stored in the form of
reports, so that people can be aware of their health status and
can be in regular contact with their physical body for a proper
healthy lifecycle. This system will monitor the health of
various family members by taking four important
measurements: body temperature, pulse rate, respiratory rate,
and blood pressure. This approach evaluates each of these
four variables based on their age. While there are some
existing devices to monitor each of these four factors
separately up to this point, this proposed method is using
different standard values for different age groups. These
values are taken from different sensors, and they are given as
inputs to the health monitoring system. These inputs will be
analyzed for the human body's typical ranges for each of their
age groups using Python. Finally, a report with the measured
values and the human body's standard values will be
produced.

The block diagram of proposed health monitoring system is
shown in Figure 1. The different health parameters like body
temperature, pulse rate, respiratory rate and blood pressure of
a human are collected from different sensors. Their values are
given to the Python based Health monitoring system.

Bod
H
H

Pulse rate

ADC Health Monitoring system Reports

Figure 1. Block diagram of Health Monitoring System

The values of different age groups and corresponding health
parameter values ranges are shown in Table 1.

The age of human being will be taken as first input, then
based on this age value, there are four sub age groups. They
are classified as child age (3-16), young age (17-25), middle
age (26-45) and old age (>45) groups. Each age group has the
corresponding standard for health parameters in terms of
Body temperature, Pulse rate, Respiratory rate, and Blood
pressure. The health conditioning and report generating will
be done as per the selected age group based on flow chart and
design algorithms.
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TABLE I.
PARAMETER RANGES
Child Age Young Age Middle Age O Age
Health pararmeters) (3 - 15 years) [16:- 25 years) 2% - 45 years) (=445 years]
Body
Temperature S6.5F-58F 953 F-584F 95.5F-98.2F 96F-9T4F
Pulse
Rate 75=120 60 =100 S0 =140 75=136
FRespiratory
Rate 20-30 16-25 12-N 16- 15
Systolic | Diadtolic| Systolic | Diastolic| Systolic | Diastolic| Systolic | Diastolic
Blood
Presaure 97-117 | 56-76 |112-128| 66-B0| 122-124| 74-77| 95-145| 70-%0

Flow Chart and Algorithms of Health Monitoring System

The flow chart of the Family health monitoring system is
shown in Figure 2.

Husomn beref

i Wouneg agd tb=dals age
iB16 peand [17-25 ywars] A

Fe
H

Figure 2. Flow chart of Family Health Monitoring System

This flowchart considers the human being age with the
allotted age groups for child age (3-16), young age (17-25),
middle age (26-45) and old age. All these age groups are
deeply analyzed with health monitoring parameters for proper
health condition status and report generation using their
design algorithms.

111. DESIGN ALGORITHMS

The design algorithms for the proposed health monitoring
system are specified for different age groups like Child age,
young age, middle age, and old age groups are discussed
below.

Algorithm for Child Age Group

Figure 3 describes the algorithm for the child age group.
The four health parameters that are given as input will be
analyzed with the moderate values of those respective health
parameters as shown in tablel. If the input parament values
are in the range of the moderate health parameters, the system
displays normal. If the parameter value is higher than the
moderate range the system displays that respective parameter
value of the human being is high and if the parameter value
is lower than the moderate range the system displays that
respective parameter value of the human being is low.
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Middle Aged Adult
(2610 45 Years)

+ *=If (SP>97 & <112) and (DP>56 & <76)
+ **=If (SP >112) OR (DP>76)

Figure 3. Algorithm for Child Age Group

Algorithm for Young Age Group

Figure 4 describes the algorithm for the young age group.
The four health parameters that are given as input will be
analyzed with the moderate values of those respective health
parameters as shown in Table 1. If the input parament values
are in the range of the moderate health parameters, the system
displays normal. If the parameter value is higher than the
moderate range the system displays that respective parameter
value of the human being is high and if the parameter value
is lower than the moderate range, then the system displays
that respective parameter value of the human being is low.

« *=If (SP>112 & <128) and (DP>668 <80)
« **=If (P >128) OR (DP>80)

Figure 4. Algorithm for Young Age Group

Algorithm for Middle Age Group

Figure 5 describes the algorithm for the middle age group.
The four health parameters that are given as input will be
analyzed with the moderate values of those respective health
parameters as shown in Table 1. If the input parament values
are in the range of the moderate health parameters, the system
displays normal. If the parameter value is higher than the
moderate range the system displays that respective parameter
value of the human being is high and if the parameter value
is lower than the moderate range the system displays that
respective parameter value of the human being is low.

Algorithm for Old Age Group

Figure 6 describes the algorithm for the old age group. The
four health parameters that are given as input will be analyzed
with the moderate values of those respective health
parameters as shown in Table 1. If the input parament values
are in the range of the moderate health parameters, the system
displays normal. If the parameter value is higher than the
moderate range the system displays that respective parameter
value of the human being is high and if the parameter value
is lower than the moderate range the system displays that
respective parameter value of the human being is low.

*=1f (SP >122 & <124) and (DP>74 & <77)
** =If (SP >124) OR (DP>77)

Figure 5. Algorithm for Middle Age Group

Old Aged Adult

+ *=If (SP>95 & <145) and (DP>70 & <90)
« **=If (SP >145) OR (DP>90)

Figure 6. Algorithm for Old Age Group

IV. RESULT ANALYSIS

This section gives information about the results of the
family health monitoring system. This system is designed by
using Python with different age groups and different health
monitoring parameters. This system is deeply analyzed by
using their design algorithms and verified for proper health
condition status.

Here is an example of a family containing four family
members i.e., Ganesh, Rakesh, Virisha and Anjali. In the
proposed system first, the system will ask for number of
family members in a particular family, as in this case there
were four family members, the system will take four as input.
The different test cases and reports for four family members
using the proposed health monitoring system are shown as
different cases like casel, case2, case3 and case4 for child
age, young age, middle age and old age are shown below.

Test Case 1: Health Monitoring of Child Age Group

Now the system asks for their name, age, temperature, bp
systolic, bp diastolic, pulse rate and respiratory of the fourth
family member i.e., Anjali. After that it analyses the given
data based on the age of Anjali (15). As her body temperature
is 96 which is less than moderate range for her age, the output
is generated as "body temperature is low". As her pulse rate
is 85 which is in moderate range for her age, the output is
generated as "pulse rate is normal”. As her respiratory rate is
33 which is more than moderate range for her age, the output
is generated as "respiratory rate is high". As bp systolic and
diastolic is 115 and 77 respectively which is greater moderate
range for her age, the output is generated as "bp is high". and
attached report 1 for her health status.

The generated report for child age group and health
parameters of Anjali is shown in Figure 7.
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Enter pame; Anjali

Enter age: 1o

Enter Body temperature: 96
Enter Pulse rate: BS

Entar Re

ispiratory rate: 33

Enter BP diastolic:
your body temparaturs ia low, pleasze refer report
your palse rate 13 normal

your respiratory rate is high, please refer reportl

your blood pressurs ia high, please refer raportl
Figure 7. Report of Family Health Monitoring System for child age group

Test Case 2: Health Monitoring of Young Age Group

Now the system asks for their name, age, temperature, bp
systolic, bp diastolic, pulse rate and respiratory of the third
family member i.e., Virisha. After that it analyses the given
data based on the age of Virisha (21). As her body
temperature is 98 which is in moderate range for her age, the
output is generated as "body temperature is normal". As her
pulse rate is 69 which is in moderate range for her age, the
output is generated as “"pulse rate is normal”. As her
respiratory rate is 20 which is in moderate range for her age,
the output is generated as "respiratory rate is normal". As bp
systolic and diastolic is 97 and 65 respectively which is less
than moderate range for her age, the output is generated as
"bp is low" and attached report 2 for her health status.

The generated report for young age group and health
parameters of Virisha is shown in Figure 8.

Enter name: Virisha

Enter age: 2

Enter Body temperature: 98
Enter Pulse rate: 69

Enter Respiratory rate: 20
Enter BP systolic: 97

Enter BP diastolic: 65

your temperature is normal

your pulse rate is normal

your respiratory rate is normal
your blood pressure i3 low, please refer report2

Figure 8. Report of Family Health Monitoring System for young age group
Test Case 3: Health Monitoring of Middle Age Group

Now the system asks for their name, age, temperature, bp
systolic, bp diastolic, pulse rate and respiratory of the second
family member i.e., Rakesh. After that it analyses the given
data based on the age of Rakesh(30). As his body temperature
is 98.1 which is in moderate range for his age, the output is
generated as "body temperature is normal”. As his pulse rate
is 89 which is not in moderate range for his age, the output is
generated as "pulse rate is low". As his respiratory rate is 18
which is in moderate range for his age, the output is generated
as "respiratory rate is normal". As bp systolic and diastolic is
100 and 78 respectively which is not in moderate range for
his age, the output is generated as "bp is low" and attached
report 3 for his health status.

The generated report for middle age group and health
parameters of Rakesh is shown in Figure 9.
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Erbar .
o AT
[l L Ml .

Enter age: 30

Enter Body temporature: 58.1
Enter Fulse pat E
Enter Respiratary rate:
f ¥

Enter BP ayatolic: 100
Enter BF diast J
your temperaturs {9 norss
your pulse rate la low, pleaso refer roport3

i itory rate is nm
your b { preasur ¥, please rafar repot

Figure 9. Report of Family Health Monitoring System for middle age group

Test Case 4: Health Monitoring of Old Age Group

The system asks for their name, age, temperature, bp
systolic, bp diastolic, pulse rate and respiratory of the first
family member i.e., Ganesh. After that it analyses the given
data based on the age of Ganesh (49). As his body
temperature is 99 which is not in moderate range for his age,
the output is generated as "body temperature is high". As his
pulse rate is 100 which is in moderate range for his age, the
output is generated as “pulse rate is normal”. As his
respiratory rate is 29 which is less than moderate range for his
age, the output is generated as "respiratory rate is low". As bp
systolic and diastolic is 100 and 80 respectively which is in
moderate range for his age, the output is generated as "bp is
normal” and attached report 4 for his health status. The
generated report for old age group and health parameters of
Ganesh is shown in Figure 10.

£
I
E

Enter Body tesporatures 595
i
¥
£
I

your pulas rate L= pormal
Your resplrat

yeaar I i prassnrs 15 Aorma

Figure 10. Report of Family Health Monitoring System for old age group

V. CONCLUSIONS

The main idea of this device is to provide better and
efficient health services to the human beings. Now a days
health marketing is becoming the major aspect, in which there
is a huge growth of population. So, everyone can afford a
health monitoring device which keeps us in regular update
with our body. The health care market is one of the majors in
which there is a huge growth, the future of health care will be
more reliable on this device and also it is very helpful for our
upcoming generations. This device takes less than a minute
to compute the result of body such as Blood Pressure, heart
rate, body temperature, and respiratory rate and also its help’s
the patients to easily carry this device with them wherever
they go and it is also useful for project developers of
biomedical device systems.
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The above parameters data is stored inside the cloud, so that
the experts and doctors could make use of this data and
provide a fast and an efficient solution. It allows the objects
to be sensed and controlled remotely and it provides the
information through smart objects. This device will give a
health report of a person which tells us about the person’s
health condition. Finally, it displays the health status of a
human being whether the person is normal or abnormal.
Based on this health report a doctor can examine his patient
from anywhere and anytime. Continuous monitoring of
health and cost-effective disease management is the only way
to ensure economic viability of the healthcare system.
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Abstract: In addition to enhancing contrast for imaging,
high-frequency ultrasound with contrast agents also supports
regional genomics research and may be used for medication
administration. The possible signal-to-noise ratio (SNR) and
depth of penetration of high-frequency ultrasound are
important constraints. However, using chirped pulses as
trigger signals and a cardinal frequency of 30 MHz, we created
a novel ultrasound system in this work that uses chirp-coded-
excitation ultrasound imaging. A home-made expander that
used a novel peep pulse with contrast agents to reduce pulse
compression and energy decay in human tissue improved the
signal-to-noise ratio (SNR) by 20dB for high-frequency
ultrasound flow imaging of the zebrafish heart, and the
penetration depth increased to 2.2mm. Yet, a microbubble
experiment that used variable echo signal concentrations was
successful in distributing a variety of microbubble types as
anticipated. Using the setup that we developed, we can
demonstrate experimentally that chirp-encoded excitation
reduces the signal-to-noise ratio (SNR) by about 43dB
compared to unipolar and bipolar pulse excitation.

Index Terms: SNR, High-frequency ultrasound, Chirped
pulses, Image detection system, Microbubble

I. INTRODUCTION

Chirp-coded excitation has recently been discovered to
offer the potential to increase local medication
administration and improve imaging. In the human body,
ultrasonic frequency directly correlates to attenuation. The
degree of ultrasonic attenuation through tissue increases
with ultrasound frequency. As a result of this lessening
impact, the ultrasonic energy of a high-recurrence signal is
ordinarily lower than that of a low-recurrence signal.
Moreover, the signal-to-noise ratio (SNR) and sensitivity of
a high-frequency ultrasonic signal are limited because it is
more susceptible to interference from internal and external
systems. We can raise the SNR of a high-frequency
ultrasound imaging system by maintaining a consistent level
of system noise. [1]. There are two ways to increase the
trigger signal's power. The first strategy is to boost the
trigger signal's loudness for greater system sensitivity. In
most cases, the maximum mechanical index has already
been reached for the pulse amplitude of commercial
ultrasound devices (MI). The second technique is to prolong
the signal's transmission time to boost the trigger signal's
average power. A coded waveform is the name for this
processed signal. It is suggested that the coded waveform be
used to improve the ultrasound system's SNR and depth of
penetration. The pulse duration might, however, be
lengthened. Keep in mind that the duration of the sent signal

is what ultimately decides the axial resolution. The axial
goal of pictures is re-established with the assistance of the
trill-coded excitation procedure by changing the normal
force of the coded waveform into the immediate force of a
short heartbeat, thus expanding the sign plentifulness. In this
review, we utilized a peep signal excitation strategy to help
the sign strength of the reverberation signal, considering
higher spatial goal in the resulting images. The echo signal
is then pulse compressed to restore the axial resolution. To
compare the properties of the coded waveform with those of
a brief pulse, we employ phantoms and wire phantoms.
Then, in contrast imaging, the coded excitation is used to
improve the picture quality [2].

The SNR and axial resolution of an ultrasound
picture is impacted by the chirp-coded excitation method.
SNR and penetration depth are both negatively impacted by
a brief pulse. Despite this, a brief pulse has a broad
bandwidth and a high axial resolution. A longer pulse with
more energy has better entrance profundity and SNR,
however less hub goal because of its restricted band. One
sort of extensive heartbeat is a coded signal. Coded
excitation pushes the limits of this compromise by working
on the SNR proportion and the infiltration profundity by
fitting coding on the communicating part and deciphering on
the getting side. Single-communicate codes simply need a
solitary succession to be packed by a channel. Conversely,
in different send frameworks, compression can only be
achieved by combining two or more courses. Biphasic is one
of the most often used phase-modulated codes, and the
illustrative waveforms are Barker and Golay codes with
symbols +1.

The swept-frequency chirp is the most prevalent kind of
frequency modulation. It is known that the chirp's immediate
frequency varies linearly with time [3]. This chirp's pulse is
longer than that of other chirps, such as the Gaussian chirp,
in the same bandwidth. A longer pulse has more energy. As
a result, it is challenging to attenuate such a pulse, which
ultimately results in an increase in SNR. Regrettably, the
axial resolution is decreased even more due to the
overlapping of echo signals caused by a longer pulse. When
this is the case, a pressure channel is utilized to abbreviate a
long heartbeat into numerous more limited heartbeats to
work on the hub goal. The ideal chirp has qualities like; long
pulse length and increase in instantaneous frequency of
chirps over time [4,5]. As the excitation signal, we choose
the chirp whose frequency varies over time. It can precisely
match the frequency response of sensors. The next pulse
compression enables effective transmission of the trigger
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signal and the elimination of the nonlinear phase [6]. The
arbitrary waveform generator's output seen in figure 1(a).
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Figure 1(a). Simulated single RF-line data of chirp.

As can be seen in Fig. 1(b), the chirp signals exceeding
100 V are amplified by the power amplifier before being
sent as trigger signals to the trigger sensor.

Sty )

Figure 1(b) . Chirp after amplification with no attenuation.

With the goal of increasing both the average signal
intensity, SNR and penetration depth of the proposed
framework, we fostered an ultrasonic framework that
involves the tweet waveform as the trigger sign. Figure 2
shows a block diagram of the chirp coded-excitation
ultrasonic system, demonstrating the various components of
the system[7]. These components include the inconsistent
waveform generator and the erratic waveform power
amplifier.
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Figure 2.A functional block diagram of a chirp-coded-excitation ultrasound
system.

Il. METHODOLOGY

A. Coded Excitation Signal

A commercial ultrasonic pulse system's trigger signal is
amplified to its maximum MI to enhance the device's
efficiency when used in an ultrasound imaging system.

CVR Journal of Science and Technology, Volume 24, June 2023

DOI: 10.32377/cvrjst2406

Ultrasound produces high instantaneous pressure, which
may cause tissue injury through overheating and cavitation
effects if not properly mitigated by limiting the transmitted
signal energy. The average power of the trigger signal is not
relevant for defining short-pulse energy; rather, the power
amplitude of the signal is. [8,9]. Chirp-coded excitation may
boost SNR and depth of penetration by increasing the
signal's average energy without changing the loudness of the
trigger signal [10].

A shorter pulse has a smaller bandwidth envelope in the
spectrum than a longer one. Because of this, the axial
resolution would not be recovered from a long-pulse echo
using a compression filter. Using a chirp as a carrier, we
were able to get the bandwidth of a long pulse down to the
same level as a short pulse in this study. Since that chirp
frequency grows with time, its bandwidth is much larger
than that of a constant-frequency sine wave carrier. When a
lengthy pulse is carried by a chirp, the bandwidth is
increased, and the echo is compressed [11]. A chirp is
described as

elt) = WU}MSPK{L —%IH mfﬂ._ 0<r<T. @

At some time in the future, where w(t) is a window of
Gaussian distribution, f, is the carrier frequency, f is the
bandwidth, T is the signal length and frequency increment
rate (=2f/T). The compression ratio function controls how
long the chirp signal is played. A Gaussian pulse is the
product of a chirp signal with a Gaussian envelope. Altering
the chirp duration of a Gaussian chirp pulse yields signals of
varying lengths while maintaining consistent bandwidths
[12].

B. System Descriptions

An ultrasonic transducer with a 30 MHz central frequency
and a 6 mm element diameter was used in this
investigation.Fig.3(a) shows a typical acquired echo
waveform.

Prglze-pcea [336-1)

Tme | seconda’ '

Figure 3. (a) Waveform of a pulse echo

As we can see in Fig.3(a), the transducer generates a
signal of 1.92V peak to peak and with a delay of 1.4
microseconds, and frequency of 30 million cycles per
second [13]. Higher frequencies generally provide better
resolution and are suitable for imaging shallow structures or
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fine details. The emitted pulse is having a pulse duration of
about 0.7 microsecond which improves axial resolution to
distinguish between closely spaced reflectors along the path
of the ultrasound beam. We can also see the leading edge of
the echo is having a rapid rise time that allows for accurate
determination of the time of flight for the ultrasound pulse,
which is used to calculate the distance to the target.

Fig.3(b) explains the frequency response of the
ultrasound transducer that we are using in our experiment.
For an ultrasound transducer with a centre frequency of 30
MHz, the frequency response is typically like a bell-shaped
curve centred around 30 MHz. The exact shape and width of
the curve will depend on various factors, including the
design of the transducer, the materials used, and the
application for which it is intended [14]. The width of the
frequency response curve, often referred to as the
bandwidth, is relatively narrow, typically ranging from a
few megahertz below to a few megahertz above the center
frequency.
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Figure 3. (b) Frequency Response

Both the transducer and the brass enclosure are coated
with a protective parylene-c layer, which also serves as a
matching layer. Transmission efficiency and ultrasonic
reflectivity back to the sensor are both improved by adding
this layer [15].

Both a function generator operating at 240 MHz sample/s
and an arbitrary waveform power amplifier were part of the
pulse system. The arbitrary waveform generator takes its
input from computer-generated waveforms that are sent by
the spatial programming. The AWG may subsequently give
an extensive variety of helpful transmission signals. The
increase of a 325LA is ostensibly 50 dB, with a gain
fluctuation of 1.5 dB at most. In addition, the frequency
response of the input voltages of the 325LA is flat from 250
kHz to 125 MHz input voltages over the peak voltage may
cause irreparable harm to the instrument. A 5073PR
ultrasonic receiver is used in this research, with a maximum
bandwidth of 1 kHz to 75 MHz_There_is a 7 V peak-to-peak
spread in the receiver's noise floor. As the function
generator's trigger signal input, the MATLAB-edited chirp
waveform is amplified by the power amplifier to produce a
high-voltage pulse. The trigger signal is expanded by a
diode circuit (expander) to remove noise; this is necessary
because the power amplifier amplifies any noise that may be
present in the trigger signal; finally, the trigger signal
activates the high-frequency transducer, which sends out the
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ultrasound signal [16]. To shield the receiver's sensitive
electronics from the high-voltage trigger signal, the reflected
signal is routed via a second diode circuit (limiter) before it
reaches the receiver. When the echo signal has been picked
up, the 5073 PR receiver will boost it to the correct levels.
After that, signal processing is used to convert the echo
signal into visuals. A transducer for imaging scanning is
mounted in the stationary section, and motion is generated in
all three dimensions. The x-axis is steered by an HR8
ceramic linear servo motor, the main scan control motor.
Both the y- and z-axis movements are controlled by high-
precision stepper motors. The position may be fixed in space
in all three dimensions thanks to the three-dimensional
motion system. Specifications of the three-dimensional
motion system are shown in Table 1.

TABLE I.
THREE-DIMENSIONAL MOTION SYSTEM'S SPECIFICATIONS.
Axis Stroke Count Load Velocity
(mm) (um) (kg) (mm/s)
X 150 0.1 2 150
y 300 0.8 10 100
z 50 0.6 2 50

C. Signal Processing

There are two distinct components to ultrasound signal
processing and imaging. In the first, the echo signal is
compressed to reduce its phase difference and concentrate
its energy to restore its axial resolution. This study's
compression filter of choice is a matched filter. An optimum
ultrasonic signal is applied with the matching filter. Hence,
pulse compression is accomplished by concentrating the
echo signal's energy. Demodulation makes up the second
phase. Using an ultrasonic transducer, the echo signal is
demodulated to filter the carrier and diversify the wave
crest. To create B-mode pictures, the compressed signal will
next be converted. The trigger signal for the ultrasound
system's imaging scans is produced by an arbitrary
waveform generator. To activate the transducer to generate
an ultrasonic signal, the trigger signal is amplified using an
arbitrary waveform amplifier. The receiver picks up the
echo signal, suitably amplifies it, and then feeds it to the
oscilloscope for visual display. The experimental system is
presented using a test block diagram. Oscilloscope results
from the system test demonstrate that it is challenging to see
the echo signal when it is obscured by noise. To identify and
eliminate the noise source, each instrument's output signal is
analysed. To increase the SNR, the right receiver is selected.

Schottky diodes are used in a traditional radar and
ultrasound system to reduce nonlinear noise, improving the
system SNR and spatial resolution at the same time.
Expanders are produced using standard Schottky diodes,
such as 1N4148 and 1N914. A trigger signal (30 MHz) is
used to set the echo signal to 0.5 V chirp, and the echo
signal's SNR is then measured. Three different kinds of
expanders are related to the power amplifier. Table 2
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displays the calculated findings. Expanders may lessen the
power amplifier's noise in both commercial and homemade
fashion. To effectively increase the SNR of the echo signal,
the sound is reduced to 0.04 V. In this investigation,
expander 1N4148 will be utilised to minimise noise since its
SNR for the echo signal is superior to that of the other
expanders.

TABLE Il.
ECHO SIGNAL MEASUREMENTS WITH VARIOUS EXPANDER
Measured | 1N4148 Commercial Handmade
Results Expander Expander Expander
Peak 1.42V 1.38V 1.38V
Voltage

Noise 0.04V 0.04V 0.04Vv
Voltage

SNR 31dB 30.75 dB 30.75dB

D. Microbubble Imaging

A discussion of microbubble concentration is essential
when using them. The scatter signal will be insufficient to
improve picture contrast if the microbubble concentration is
too low. Interestingly, if the microbubble focus is too high,
the ultrasonic sign will be a lot more fragile, and it won't be
possible to picture the object's back. The shielding effect
refers to this. Thus, it is necessary to determine the proper
microbubble concentration. The selection of the proper
microbubble  concentration is crucial given that
microbubbles will also be employed for in vitro research.
Little animals' blood circulation will dilute microbubbles
administered to them, decreasing the scatter signal's
strength. Nevertheless, thrombosis will happen if tiny
animals get an excessive number of microbubbles by
injection. So, the microbubbles may keep their enormous
scattering capability and not cause thrombosis if they are at
a concentration that can be diluted by an animal's blood
circulation. The microbubble sizes employed in this research
are C3F8 1.1 m, C3F8 2 m, C4F10 1.1 m, and C4F10 2 m.

Suppose that the blood circulation will eventually dilute
the microbubbles put into a tiny animal. The concentration
of microbubbles drops by 10-100% in stages of 10%. The
ultrasonic scanner receives the injection of the diluted
microbubbles into an acrylic phantom. The photos are
scanned with a Terason model T3000 from Teratech
Company in the United States. The suitable concentration
ranges for four distinct kinds of microbubbles are discovered
based on the brightness of photographs with various
microbubble concentrations. To improve the signal of the
blood zone and identify micro perfusion, ultrasound contrast
ants are intravenously administered into the bloodstream.
Information on the characteristics of microbubble
destruction and the distribution of size of microbubbles
following disintegration is crucial for medication release.
The visual contrast increases as the signal frequency
approaches the resonant frequency. The microbubble size
must be smaller than 1 m, which is uncommon since the
trigger capability in the peep coded-excitation ultrasound
framework has a high recurrence. As a result, little
microbubbles continue to exist and improve the contrast of
the picture while giant microbubbles are eliminated. Three
acoustic pressures (0.2, 0.4, and 0.6 MPa) and three signal
cycles make up the characteristics of the destruction signal
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(100, 500, and 1000 cycles). On the ultrasound scan,
microbubbles do not continue to be of the same size. With
the transition of positive or negative voltage, microbubbles
expand or compress, accordingly. As a result, various
acoustic pressures are established to track the size
distribution of destroyed microbubbles. Indicator cycles
influence the time at which microbubbles oscillate.
Whenever a certain threshold is reached in the number of
signal cycles, a microbubble will break apart into multiple
smaller microbubbles. The quantity of microbubbles will
then rise as their size declines. To track variations in the
quantity of microbubbles, various signal cycle counts are
specified. Injection of the microbubbles into an acrylic
phantom. The parameters are utilised to produce a
destruction signal using the function generator. To create the
signal that kills microbubbles, the signal is fed to a 1 MHz
transducer (model V303, Panametrics, Waltham, MA) after
passing via a power amplifier to amplify it. 1 Hz is the pulse
repetition frequency (PRF), and 30 s is the destruction time.

I11. EXPERIMENTAL RESULTS

A. Image Phantom Fabrication

Imaging phantom, or simply phantom, is a specially
designed object that is scanned or imaged in the field of
medical imaging to evaluate, analyze, and tune the
performance of various imaging devices. A phantom is more
readily available and provides more consistent results than
the use of a living subject or cadaver, and likewise avoids
subjecting a living subject to direct risk. In electrical
engineering, a wire phantom is an electrical circuit derived
from suitably arranged wires with one or more conductive
paths being a circuit and at the same time acting as one
conductor of another circuit. Ultrasound imaging studies
might benefit from using the wire phantom as a reference
phantom for analysing axial and lateral resolutions, system
noise, and dynamic range. To assess the picture resolution, a
wire phantom made up of five tungsten wires with a
diameter of 20 m is employed. With axial and lateral
spacing’s of 1 and 2 mm, respectively, the cables are
diagonally aligned. As a result, the efficacies of scanning
pictures with unipolar pulse, bipolar pulse, and chirp-coded
excitations are compared. Images of wire phantoms with
various excitations are shown in Figure 4.

(2) ) A

Figure 4. Pictures of a wire phantom:(a) Imaging with unipolar pulses
(b) Imaging using bipolar pulses (c) Imaging using chirp-coded excitation

The size of the resonation signal from the wire around the
middle point for brief vibration and trill coded excitation is
shown in Figure 5. SNRs for short pulses and coded
excitation are 31 dB and 43 dB, respectively. Hence, the
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SNR of the proposed system increased to 12 dB in the case
of chirp-coded excitation in compared to the SNR of the
commercial ultrasonic pulse system.
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Figure 5.SNR for chirp-coded and short pulse excitation as a function of
depth

The wire of the wire phantom should look circular in the
photos; however, this is not the case since the cable is out of
the focus point, causing distortion in the wire images. To
indicate the degree of deformation in a certain point as a
function of depth, the deformed wire pictures' minor axis to
major axis ratio is a parameter. Increases in deformation
cause a corresponding increase in the distance between the
wire and the focal point. A brief pulse causes more
deformation than coded excitation does, which is more
severe. The findings were contrasted with an ultrasound
picture for a different sort of stimulation. Hence, a soft
tissue phantom (8 cm long, 5 cm wide, and 1.5 cm high) was
employed to imitate the actual circumstances in which the
ultrasound would be delivered. To scan the tissue phantom,
a brief pulse with a trigger signal (30 MHz) and chirp-coded
excitation were utilised. The tissue phantom pictures
acquired using various forms of coded excitation are shown
in Figure 6. As a result of the coded stimulation, the
penetration depth increased to two mm, as compared to the
unipolar pulse excitation.

Unipolar

Bipolar

Chirp

Axial Depth (mm)

1 2

Lateral Distance (mm)
() (b) (c)

Figure 6. Ultrasound phantom images (a) Excitation of unipolar pulses
(b) Excitation of a bipolar pulse (c) Excitation using chirp-codes.
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B.. Microbubble imaging

In this study, four different kinds of microbubbles were
employed. Choosing the right concentration range avoids the
microbubble concentration from being too high, which
would significantly attenuate the ultrasonic signal, or too
low, which would improve the picture contrast. As a result,
ten concentrations of the four different kinds of
microbubbles are created.
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Figure 7. Contrast images for four microbubble concentrations: C3F8 1.1
um, C3F8 2 um, C4F10 1.1 pm, and C4F10 2 pm.

Figure 7 above displays contrast pictures of four distinct
kinds of microbubbles at various intensities. The ultrasonic
chirp coded-excitation system is activated by a radio
frequency signal. The visual contrast is much stronger when
the signal frequency is nearer to the resonance frequency of
microbubbles. Yet, the relationship between the resonant
frequency and the size of the microbubbles is inverse. The
resonance frequency rises as the microbubble size decreases.
In contrast, the resonance frequency decreases as the size of
the microbubbles increases. Lately, the zebrafish heart has
emerged as a potent model for comprehending the capacity
for self-healing, making the zebrafish an essential
component of regenerative medicine. As a result,
microbubbles are employed to improve the visual contrast
while observing zebrafish. Figure 8 shows a comparison of
the zebrafish heart before and after microbubble injection.

Figure 8(a) depicts the zebrafish heart without
microbubbles; all that can be seen is the shape of the breast.
The zebrafish heart is seen in Figure 8(b) after microbubble
injection. The heart's atrium and ventricle are visible.

vent "\l\'

Figure 8. (a) Zebrafish heart devoid of microbubbles. (b) Zebrafish heart
after injection of microbubbles
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1VV. CONCLUSIONS

In this work, we assessed how well the high-frequency
ultrasonic detection method performed when contrast
chemicals were used. Hence, we were able to demonstrate
numerically and subjectively that chirp-coded excitation
results in an SNR enhancement of roughly 12 dB over short-
pulse excitation when employing the proper receiver and
homemade expander. Nevertheless, in the view, injection of
four different kinds of microbubbles revealed the following
suitable concentration ranges from the microbubble imaging
experiment.: C3F§, 1.1 pm from 20 to 40%; C3FS8, 2 pm
from 80 to 100%; C4F10, 1.1 pum from 20 to 40%; and
C4F10, 2 pm from 30 to 50%. The dispersion of
microbubble sizes shrank with the precise setting of the
destruction signal. Hence, the image contrast is enhanced
when the signal frequency is close to the resonance
frequency of the microbubbles. The microbubbles were
injected into zebrafish, and the fish were then subjected to
an ultrasound examination utilising a chirp-coded-excitation
system to detect and analyse cardiac alterations before and
after the microbubble injection. An excitation-coded
ultrasound system using microbubbles could one day be
used to examine tumours in small animals without the need
for necropsy. Since chirps have more energy and may thus
achieve greater penetration and SNR, they may potentially
be utilised as carriers for medications that are burst to
release them at a specified location.
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Abstract: The lack of care for people with sufficient skill in
hospitals and their heavy duty has become a social problem in
the modern world. Development of low-cost health monitoring
systems is an essential need for every hospital in the days to
come. Various engineering designs are carried for the benefit
of hospital facility enhancement. Several health monitoring
sensors for humans in bed have been developed. Several
sophisticated techniques and equipment have been evolved for
treatment of patients in hospitals. However, management and
monitoring of the level of saline bottles becomes the
fundamental need for good patient care. For patients who
require continuous saline, assessment and replacement of
saline bottles require manual interface which may not be
accurate sometimes i.e., due to the busy schedule, observers
may tend to forget to change the saline bottle at the
appropriate time. In this paper, a saline monitoring system is
designed and prototype is developed which continuously
monitors the level of saline in the absence of any hospital staff.
The main purpose of this system is to automatically track the
saline level of a patient using Arduino UNO R3 and a load cell
with HX711. The whole system is remotely controlled by an
Android OS smartphone based on Internet of Things (IoT).
When the load of the saline bottle reaches a very low level then
an alert message will be sent to the nurse and doctor.

Index Terms: Internet of Things (IoT), Arduino UNO R3,
Load cell, Saline monitoring

I. INTRODUCTION

There is a continuous growth in the world population, in
accordance to this the need for smart health care also
becomes essential. Due to the advent of new sensors,
microcontrollers and computers, medical care has made
tremendous progress. A culmination of medicine and
engineering has led to the growth of the medical care
stream. This paper elaborates on the design of a low cost
indigenously developed sensor which includes a GSM
(Global system for mobile communication) modem. This
will enable easy monitoring of saline flow from different
places. The Arduino microcontroller is used for providing
coordination action. The level of the saline bottle is directly
proportional to its weight and in order to measure it a LOAD
SENSOR and HX711 are placed at the neck of the saline
bottle. The weights are categorized as high, medium and low
and the output obtained from the sensor is processed to
check the same. This information is further transmitted
through GSM technology to a distant mobile cell for other
actions.

The main objective of the setup is to create an easy, low
cost, accessible and authentic method for monitoring saline
levels. As the saline goes below the threshold level, it is
necessary to change the saline bottle.

The motivation of this novel technique is from the aspect
of automating the whole system with minimal human
intervention. The main advantage is during the peak hours or
nighttime when the need for the nurses to visit the patient’s
bed frequently reduces drastically as alert notifications will
be received periodically. Apart from saving the lives of the
patients, the stress of continuous monitoring by the nurses or
doctors gets reduced.

This system can automatically monitor the saline flow
rate by using an Arduino UNO R3 microcontroller. Wireless
data is sent to nurses or doctors’ computers or a mobile
using GPRS SIMS800L and display the results. The hardware
devices include - Power Supply, GSM module, Load Sensor,
HX711 etc. All these devices are fixed into Arduino to
monitor saline. Here a load cell is used, which measures the
weight of saline and then generates analog signals, later
converted to voltage that can be transmitted to HX711.
HX711 receives analog signals from the load cell and it
amplifies those signals and transfers them to the
microcontroller. GSM module is used when the level of
saline goes below threshold value immediately the
information including the weight of the saline bottle is sent
to the receiver section through this module. An Arduino
UNO micro controller is attached to the saline stand so that
it can easily monitor the level of saline. When the level of
saline goes below threshold then the information will be
displayed on LCD and Android App by fetching all the
information from the server. It also informs nurses or
doctors via generating alert messages on application. The
main hardware parts are described as follows.

A. Arduino Uno

The Arduino Uno is a microcontroller board based on the
ATmega328. It has 14 digital input/output pins (of which 6
can be used as PWM outputs), 6 analog inputs, a 16 MHz
ceramic resonator, a USB connection, a power jack, an ICSP
header, and a reset button. It contains everything needed to
support the microcontroller; simply connect it to a computer
with a USB cable or power it with an AC-to-DC adapter or
battery to get started.

B. Load Cell

A load cell is a transducer which transforms force or
pressure into electrical output. The magnitude of this
electrical output is directly proportional to the force being
applied. Load cells have strain gauge, which deforms when
pressure is applied on it. And then strain gauge generates
electrical signal on deformation as its effective resistance
changes on deformation. A load cell usually consists of four
strain gauges in a Wheatstone bridge configuration. Load
cells come in various ranges like Skg, 10kg, 100kg and
more, here we have used Load cell, which can weigh up to
40kg.
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C. HX711

HX711 module is a Load Cell Amplifier breakout board
for the HX711 IC. It permits the user to easily measure
weights by reading the load cell. This module uses 24 high
precision A/D converter chip HX711. It is specially
designed for the high precision electronic scale design, with
two analog input channels, the internal integration of 128
times the programmable gain amplifier. The input circuit
can be configured to provide a bridge type pressure bridge
(such as pressure, weighing sensor mode), is of high
precision, low cost is an ideal sampling front-end module.

Figure 1 shows the block diagram of the saline system.

Figure 1. Block Diagram of Saline system

II. LITERATURE SURVEY

A. Literature Survey 1

International Journal of Pharmaceutical Applications
Volume: 3, Issue 1, 2017. “Design and Development of
Versatile Saline Flow Rate Measuring System and GSM
Based Remote Monitoring Device”. The paper [1] elaborates
on an automatic saline monitoring system. This uses a low-
cost indigenous sly developed sensor. It also uses a GSM
(Global system for mobile communication) modem. This
facilitates the doctor or nurse to monitor remotely. The
coordinating action is provided by the 8051
microcontrollers.

B. Literature Survey 2

The 4th Joint International Conference on Information and
Communication Technology, Electronic and Instrumentation
Engineering (JICTEI) “Saline Level Monitoring System
Using Arduino UNO Processor”. This paper [2] describes
that ECG sensor based advanced wireless patient monitoring
system the concept is a new innovative idea. This system
aims to provide health care to the patient. The ECG of a
patient is sensed with the help of a 3 lead electrode system.
A ADS8232 helps in amplifying small bio signals and is sent
to the Arduino which later processes it along with saline
level. The level of the saline bottle is detected through IR
sensors. The outputs are displayed through a mobile
application.

C. Literature Survey 3

International Journal of Engineering Applied Sciences
and Technology (IJAST), Volume: 5, issue: 05, 2020.
“Design and development of saline monitoring system using
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flow sensor”. This journal [3] explains how weight or force
sensors can be used for monitoring of saline water level and
it prevents backflow of the blood into the saline bottle which
doesn’t cause any harm to the patient’s health. The main aim
of this journal is to overcome drawbacks in manually
controlled saline system and to provide greater accuracy
than manual saline flow rate control system.

D. Literature Survey 4

International Journal of Research in Engineering and
Technology; Volume: 04 Issue: 09, September-2015 “Low-
Cost Saline Level Monitoring System Using Wireless
Bluetooth Module and Cc2500 Transceiver". This paper [4]
describes how the medical field is integrated with
engineering technologies to solve this problem. Using
sensors, PLC, microcontrollers interfacing is made easy.
This paper mainly focuses on providing advanced saline
level monitoring systems.

E. Literature Survey 5

Journal of Mechanical and Mechanics Engineering, MAT
Journals 2020 Volume-6, Issue-3 (September-December
2020). This paper [5] highlights the basic information
regarding strain gauge-based load cells, classification of
these load cells and throws light on some of the new ways of
designing these load cells. The force measurement system
and its salient features have been briefly discussed. So, from
this paper we got to know the usage of load cells and we
used load cells as the weight sensor in this project.

F. Literature Survey 6

Paper on Patient Health and Saline Level Monitoring
System using IoT, Devendra P Gadekar, Dr. Y P Singh,
Efficiently Identification, Volume & Issue: Volume 08,
Issue 11 (November 2019). The anesthesiologist can
monitor several patients in parallel. In case of any anomaly
in the measured data, the doctor is alerted by a notification
sent by the Android app. In this proposed system [6], it is
possible to automatically monitor the salt flow rate using the
microcontroller. Wireless data is transmitted to nurses or
doctors. The results are displayed in the form of saline
droplet rate, number of droplets coming from the saline
bottle.

G. Literature Survey 7

General Application Research on GSM Module, published
in 2011 International Conference on Internet Computing and
Information Services, Date Added to IEEE Xplore: 01
November 2011. This research paper [7] describes that the
GSM network is the most worldwide mobile communication
network nowadays. Based on the SIEMENS MC35 GSM
module, general techniques of communication with GSM
network are depicted, including the initialization of terminal
equipment, sending and reading short messages (SMS),
sending SMS to group users, and the management on
phonebook of SIM card, furthermore, a flexible solution on
real-time reading SMS is proposed. Finally, application
cases are given for the GSM module. So, we are using the
GSM module in our project to send messages to the end
user.
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H. Literature Survey 8

Working principle of Arduino and using it as a tool for
study and research, International Journal of Control,
Automation, Communication and Systems. This paper [8]
explores the working principle and applications of an
Arduino board. This also explores how it can be used as a
tool for study and research works. Main advantages are fast
processing and easy interface. Today, with an increasing
number of people using open-source software and hardware
devices day after day, technology is forming a new
dimension by making complicated things look easier and
interesting. These open sources provide free or virtually low
costs, highly reliable and affordable technology. This paper
provides a glimpse of the type of Arduino boards, working
principles, software implementation and their applications.

I. Literature Survey 9

Online Integrated Development Environment (IDE) in
Supporting Computer Programming Learning Process
during COVID-19 Pandemic, IJID (International Journal on
Informatics for Development), Volume: 9, No. 1, 2020. In
this journal [9] they described that they should install a text
editor called Integrated Development Environment (IDE) to
support it. There are various online IDEs that support
computer programming. However, students must have an
internet connection to use it. After all, many students cannot
afford to buy internet quotas to access online learning
material during the COVID-19 pandemic. According to
these problems, this study compares several online IDEs
based on internet data usage and the necessary supporting
libraries' availability. In this study, we only compared
eleven online IDEs that support the Python programming
language, free to access, and do not require logging in.
Based on the comparative analysis, three online IDEs have
most libraries supported. So, we thought of using IDE
software and code on this platform.

J. Literature Survey 10

International Journal of Internet of Things and Web
Services. Nuba Shittain Mitu, Vassil T. Vassilev, Myasar
Tabany (2021). Low Cost, Easy-to-Use, IoT and Cloud-
Based Real-Time Environment Monitoring System Using
ESP8266 Microcontroller. This paper [10] proposes a low-
cost, Easy-to-use, [oT and cloud-based system solution for
environmental data monitoring in real-time through the
combination of Internet of Things (IoT) and Cloud
Computing technology via Arduino IDE. This paper
presents a low implementation cost Data Collection Circuit
(DCC) using AT-Arduino commands-based microcontroller
ESP8266 and custom IoT device for environment data
collection from any physical circumstances. This paper has
the scope to introduce the NoSQL, scalable, serverless, real-
time database that is Google's firebase, to store the sensor
data for real-time monitoring and management of the
database.

III. WORKING

In the proposed system saline is automatically monitored
by using the Internet of Things. The hardware devices
include a Saline bottle, Load Sensor, signal conditioning
circuit, power supply, LCD display, GPRS SIMS80OL,
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Arduino UNO R3 etc. Here a load cell is used to measure
the weight of saline which generates analog signals that can
be transmitted to signal conditioning circuit. A signal
conditioning circuit receives analog signals from the load
cell, and it amplifies those signals, converts the analog
signal to digital and transfers them to the Arduino UNO R3
microcontroller. When the weight of saline goes below
threshold value then this value is sent over the receiver
section of the Arduino UNO R3 then it transmits the signal
to GPRS SIM800L. Here weight is directly proportional to
level. GPRS SIM800OL will receive commands from the
microcontroller and transmit alert messages accordingly to
the user’s smartphone. The information about the saline
level will be displayed on LCD and graphical representation
is seen in the Android App by fetching all information from
the IoT cloud. Figure 2 indicates the flowchart of the saline
system.
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Figure 2. Flow chart of Saline system

IV. PROTOTYPE

The prototype model is built with the following set up. It
consists of a power supply which is given to the hardware
components by the transformer which converts 220V AC to
0-12V AC. A fully activated Micro SIM card in the socket is
inserted. The Tx pin and Rx pin are connected on the
Arduino. It will be using software serial to talk to the
module. Once the system gets connected to the server or a
network the push button of the Arduino UNO R3 must be
pressed. The input to the load cell is given through the
weight of saline bottle. As the saline weight varies, the
signals generated from the sensor will get amplified and
converted into digital signals due to HX711 which works as
a signal conditioning circuit. The digital signal is transferred
to the Arduino UNO R3 microcontroller. When the weight
of saline goes below threshold value then the level is low as
they both are directly proportional, this value is sent over the
receiver section of the Arduino UNO R3 then it transmits
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the signal to GPRS SIM800OL. GPRS SIMS800OL will receive
commands from the microcontroller and transmit alert
messages accordingly to the user’s smartphone. The
information about the saline level will be displayed on LCD,
Continuous data about the level of saline bottle can be seen
in the excel sheet and graphical representation is seen in the
Android App i.e., ThingSpeak by fetching all information
from the IoT cloud. Figure 3 shows the prototype of the
system.

Figure 3: Prototype of the saline system

V. RESULTS

The weight of the saline bottle indirectly indicates the
amount of saline present in it. Three levels (HIGH
MEDIUM and LOW) are fixed to indicate the level of the
saline present in the bottle. When the weight of the saline
bottle is between 350 g — 500 g then the condition is
considered HIGH. When the level of the saline bottle is
between 200 g — 350 g then the condition is considered as
MEDIUM. The weight below 200 g is considered LOW.
The above-mentioned conditions are explained clearly in the
following sections.

A. Condition 1

The weight of the saline bottle is well above the set
threshold level (424.08 g) indicating HIGH condition.
Figure 4 shows the case of weight of the saline bottle is high
hence the level of the liquid in the saline bottle is high as
they both are directly proportional.

| B

M -
-

Figure 4. Level of the liquid in the saline bottle is HIGH.
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Figure 5 shows the alert message which has been sent to the
user's phone saying “ALERT, SALINE STATUS IS
HIGH LEVEL, WT:424.08 g”. Figure 6 indicates the
graphical representation of weight of saline bottle and time.

Figure 5. Alert message indicating the liquid in the saline bottle is HIGH.
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Figure 6. Graphical representation of the weight of the bottle in HIGH
condition

B. Condition 2

The weight of the saline bottle is medium (254.08 g)
hence the level of the liquid in the saline bottle is medium as
they both are directly proportional. Figure 7 shows the level
of Saline bottles. Figure 8 indicates the corresponding alert
message indicating “ALERT, SALINE STATUS IS
MEDIUM LEVEL, WT:254.08 g” and Figure 9 indicates
the graphical representation of the same.

4
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Figure 7. Level of the liquid in the saline bottle is MEDIUM.
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Figure 8. Alert message indicating the liquid in the saline bottle is
MEDIUM.
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Figure 9. Graphical representation of the weight of the bottle in MEDIUM
condition

C. Condition 3

The weight of the saline bottle is low (143.56 g)
indicating the LOW condition. Figure 10 indicates the
corresponding alert message indicating “ALERT, SALINE
STATUS IS LOW LEVEL, WT:143.56 g” and Figure 11
indicates the graphical representation of the same.

Figure 10. Alert message indicating the liquid in the saline bottle is LOW.

CVR Journal of Science and Technology, Volume 24, June 2023
DOI: 10.32377/cvrjst2407

o

TEAL VR RATEE

Figure 11. Graphical representation of the weight of the bottle in LOW
condition

Continuous data indicating the level of saline bottle can
be seen in the excel sheet which is taken from the
ThingSpeak application as shown in figure 12.

ES &S

Figure 12. Excel sheet indicating the data.

VI. CONCLUSIONS

IoT based saline level monitoring system, makes the
efforts on the part of nurses minimal. Human intervention is
reduced as the system is automated. As the saline reaches
different levels, alert notifications are sent to the mobile of
nurses or doctor; this enables them to visit the patient less
frequentlyto check the level of saline in the bottle since an
alert notification will be sent to the nurses, doctors,
caretakers when saline reaches the critical level. It will save
the life of the patients. This will reduce the stress in
continual monitoring by the doctor or nurse at an affordable
cost. This automatic saline level monitoring system provides
more flexibility to doctors, thereby the patients care is
enhanced. Hence it saves lots of time for a doctor or nurse
who is on duty. This proposed system can automatically
monitor the saline flow rate by using an Arduino UNO R3
microcontroller. It can wirelessly send the data to nurses or
doctors’ computers or a mobile using GPRS SIM800OL and
display the results. The system is loyal, remunerative and
comfortable for nurses. It can be reused for the next saline
bottle. It is beneficial for nurses as well as doctors at rural
hospitals. Nurses can easily monitor saline levels from a
distance.
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Abstract: Today, there is a lack of water resources to meet
water demands. Rainwater is a natural source of water to
human beings and living things, which is not being used
productively. The productive use of rainwater is called
Rainwater Harvesting. The collected water may be used for
drinking, gardening, household purposes etc. Our proposed
solution is to monitor and control the quality and quantity of
water using LabVIEW programming software and
accordingly take further steps. The collected water goes
through the threshold values of quality measurement i.e., pH
value, Turbidity & Conductivity, while measuring the level of
harvested water in the sump. If the harvested water is
qualified, it can be used for household purposes and if it is not
qualified, the harvested water sinks into the ground to
increase the groundwater level. The aim of this project is to
increase the groundwater level, productive usage of
rainwater, reduce the water bill and it has less maintenance
and is cost efficient as well. The future scope is to purify the
water using filters and convert it into drinking water and
irrigation purposes.

Index Terms: LabVIEW, Harvesting, pH Sensor, Arduino

I. INTRODUCTION

Rain-water harvesting is a method that is used to preserve
rainy water for different uses and in future needs as well.
Rainwater Harvesting is a technique of collecting and storing
rainwater and to be used for various purposes while it can be
used in future as well.

Rainwater harvesting systems were used long back to at
least 4,000 years ago [1], the ability to estimate rainfall based
on historical data continues to be the topic of much discussion
[5]. The difficulty in estimating rainfall is increased when
attempting to derive an optimal design of RWH, a system
which is largely dependent upon the ability to model supply,
demand, and storage effectively. We modify the non-
parametric, stochastic rainfall generator of [2] increasing the
daily data collection time frame from 50 years to 64 years
while retaining the assumption that daily rainfall probabilities
and distributions are contingent upon knowledge of a 30 days
centered moving average around the previous day’s

information. We gather daily rainfall data from the United
States National Oceanic and Atmospheric Administration.

As an additional extension over previously submitted
work, we also evaluate the possibility of non-stationarity, the
idea that water variability is non-constant over time, which
recent studies indicate to be a serious problem [7]. In this
study, we were concerned only with the stationarity or non-
stationarity of supply rather than the larger analysis of
regional water availability of primary interest is the required
roof surface area and cistern volume to design a system
capable of supporting all of a small family’s water needs with
100% reliability in a semi-urban region of American
countries and based on analyses of supply, demand,
efficiency, occupancy, and other distributions. The results of
the analyses are summarized in a response chart and a fitted
multiple regression equation, another useful extension, which
is also potentially useful for water planners in this region of
American countries. The significance of this study is
important. First, the study extends previous non-parametric
rainfall generators longitudinally. Second, the study evaluates
non-stationarity of rainfall as part of a potential rainfall
estimator.

Third, it provides a mechanism for determining the optimal
roof surface area and cistern size for the construction of an
RWH that is 100% reliable. Fourth, the conclusions from the
study informed the real-world construction of an author’s
RWH. This study also expands and improves a paper
currently under journal consideration in several major ways.
First, we extend the analysis of rainfall generators to explore
for non-stationarity of rainfall in the geographic region, a
unique contribution. Second, we provide separate surface
response plots for given family sizes, which are more useful
to RWH system planners. Third, we provide curve fitting
models via regression that allow planners to have estimates
of what building requirements are likely to be needed. Fourth,
we evaluate the portability of models across family sizes.
None of this work has been published or presented previously
by the authors. Rainwater harvesting in urban and rural
houses is shown in figure 1.
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Figure 1. Rainwater Harvesting in Urban and Rural House

II. LITERATURE REVIEW

[12] Rain-water harvesting is a technique of collecting
and storing rainwater from rooftops, the earth surface or
rock and earth catchment area using normal techniques such
as jars and pots as well as more complex techniques such as
underground check dams and sumps. The techniques
usually found in Asian and European countries arise from
practices employed by ancient civilizations within these
regions and still serve as a major source of drinking water
supply in rural areas and urban areas. Commonly used
systems are constructed of three principal components:
catchment area, collecting device, and transport system.

[10] Issues are dedicated to rainwater harvesting,
available through ITDG Publishing, Photo-manuals by Eric
Nissen-Petersen. A range of manuals on how to build
several tank types including cylindrical water tanks with
dome, an under-ground tank, smaller water tanks and jars,
installation gutters and splashguards.

Domestic Water Supply Using Rainwater Harvesting, by
[11], Director of the Development Technology Unit,
University of Warwick. Rain-water harvesting is a
technique of collecting and storing water drops during the
rainy season and for use in times when there is small rain to
no rain availability. In certain regions of the world rain-
water harvesting can be the difference between having a
plentiful crop and dried up vines. There are several
objectives behind rainwater harvesting.

Increase the availability of water during drought season.
Many eco-systems have wet and dry seasons. Because the
dry seasons can consist of weeks or months of little to no
rainfall, it is important to collect the water during the rainy
season and have it available for use during the dry season.
Rainwater harvesting enables you to store rain when it is
prevalent to be used when there is no rain.

III. IMPLEMENTATION

RWH is a method of capturing and storing water during
rainy periods for use in times when there is little to no rain
available. In certain regions of the world, rainwater
harvesting can be the difference between having a plentiful
crop and dried up vines. There are several objectives behind
rainwater harvesting.

Increase the available water level during hot Seasons.
Many eco-systems have wet and dry seasons. The hot
season is a period of weeks or months and little to no rain,
it is important to collect it during the rainy season and have
it available for use during the hot season. RWH enables
storage of water when it is prevalent to be used when there
is no rain.

Prevent overuse of Aquifers. As cities and towns grow
the need for water increases. Many municipalities rely upon
aquifers deep below the ground for this water supply. The
problem is it takes a long time to replenish an aquifer if it is
quickly drained. By harvesting rainwater for later use, the
demand on aquifers is reduced, which enables them to
remain full.

Save Money and Pumping water up from underground
can be a cost effective method. It is estimated that for every
one-meter pumping of water level, there is a consumption
of 0.4 Kilo watt. Hour of electric power consumption. So,
by having water nearer to the surface, or at the surface in
reservoirs, less electric power is required to collect the
water so less money is spent.

The block diagram of the harvesting system is shown in
figure 2. Block diagram of LabVIEW based rainwater
harvesting system shown in figure 3.
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Figure 3. Block Diagram of Rainwater Harvesting Using LabVIEW

IV. RESULTS

Harvesting and collection of rainwater is used to solve the
problem of water crisis globally. The use of a rainwater
harvesting system provides more advantages for any water
crisis and domestic applications like drinking purpose,
irrigation etc. This technique can be a boost to an incredible
solution in areas where there is enough rainfall but not enough
supply of ground-water. It will not only provide the most
sustainable and efficient means of water management.

For this, the Government agencies should come out with an
appropriate incentive structure and logistic assistance to make
it a real success. Rain-water harvesting is something that
hundreds of families across the world should participate in
rather than pinning hopes on the administration to fight the
water crisis. This water conservation technique is a simple
and cost-effective process with numerous benefits that can be
easily practiced in homes, apartments, parks and across the
world. As we all know, charity begins at home, likewise, a
contribution to society’s welfare must be initiated from one’s
home. The hardware implementation of the system is shown
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in figure 4 and figure 5 shows the graphical user interface of

the system using LabVIEW software.
Below are the results of the system:

1.

2.

Rainwater harvesting system is monitored and
controlled using LabVIEW software.

Water level control and monitoring is done through
wireless technology.
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Water quality analysis includes pH, turbidity, and
conductivity of water is monitored.

With the above analysis, water is sent either to the tank
or it is discharged to the ground for drinking and
gardening purposes.

Figure 4. Hardware Setup of the system

Rain Water Harvesting

= g

Figure 5. LabVIEW display of the system.
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V. CONCLUSIONS

The Rainwater Harvesting System Using LabVIEW
mainly aims to improve the quality of ground water
resources and to meet the increasing demand for water
during dry seasons.

Nowadays, rainwater is being used as the primary source
of drinking water in several rural areas and semi urban
areas. Because rainwater is free from pollutants and
contains salts, minerals, and other natural contaminants. In
areas where there is excess rainfall, the surplus rainwater
can be used to increase ground water level through artificial
recharge techniques.

In urban areas, water harvesting is usually done with the
help of some infrastructure or the simplest method for a
rainwater harvesting system is storage tanks. In this, a
catchment area for the water is directly linked with cisterns,
tanks and reservoirs. Water can be stored here until needed
or used daily. The roofs of homes or apartments are the best
catchment areas provided, they are large enough to store
daily water needs. Other than that, large bowls and tarps can
also fulfill the function.
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Abstract: The classification and retrieval of picture advances
in the field of image retrieval, particularly content-based image
retrieval, are presented in this work. Scaling Invariant Feature
Transform (SIFT) and developed K-Means clustering
approach can be used to first arrange the features extracted
based on the bag of visual words (BOW). The two stages of our
retrieval method are retrieval and classification. The k-Nearest
Neighbor (KNN) and Support Vector Machine (SVM)
techniques were used to classify the photos based on their
attributes and results were compared. This will categorize the
images into different groups to improve the precision and
recall rate. Following image classification, similar images
matching the query image are pulled from the appropriate
class.

Index Terms: Bag of visual Words, Support Vector
Machines, k-Nearest Neighbor, Scaling Invariant Feature
Transform, classification, retrieval, classification.

I. INTRODUCTION

Searching for digital images in huge databases is known
as the image retrieval problem. Content-based image
retrieval, also known as query by image content (QBIC)
applies computer vision techniques to this problem for a
scientific overview of the CBIR field [1,2]. "Content-based"
refers to a search that examines the contents of the image
rather than its associated metadata, such as its keywords,
tags, or descriptions. Colors, shapes, textures, and any other
information that can be inferred from the image itself are all
examples of "content" in this context. CBIR is preferable
since searches that only employ metadata rely on the
accuracy and comprehensiveness of the annotations.

Toshikazu Kato, an engineer at the Japanese
Electrotechnical Laboratory, is credited with coining the
phrase "content-based image retrieval™ in 1992 to describe
research involving the automatic retrieval of photos from a
database based on the colours and forms present. The
methods, devices, and algorithms are derived from statistics,
pattern recognition, signal processing, and computer vision,
among other disciplines.

Signatures

Similar images

i
=L

Figure 1. General CBIR scheme

The image metadata or keywords that are related to the
visual content or properties of the picture file are what the
annotation-based retrieval is dependent on. An automatic
image annotation process assigns significant words to an
image while taking into account its content. This method is
predicated on the idea that zooming is significant enough to
allow for the indexing, retrieval, and comprehension of
enormous image data collections. Breast density texture
characterisation effectively makes use of the two-
dimensional principal component analysis in order to
characterise the texture effectively while allowing for
dimensionality reduction. The retrieval function is
performed using a support vector machine [3]. A novel
approach to interactive image segmentation-based content-
based picture retrieval with relevance feedback has been
developed [4]. It is based on the random walker algorithm.

/_,.._-—-___\
Feature N
Feature Extraction Image
Database Database
S
Query Feature Image Matching Retrived
Image Extraction and Indexing Images

Figure 2. CBIR Model

The technique used to extract components from given
images is a critical step in CBIR, and how well it works
depends on how highlights are isolated from the images.
Two images' similarity is calculated as a percentage of the
discrepancies between their element vectors. The goal of
CBIR [5,6] is to recover images from a query image that
have photos with comparable visual elements, which has
proven to be a challenging task in the realm of computer
vision and artificial intelligence. The regular CBIR can be
expanded by the creative method, much like how the
content-based recovery is. Here, only visual highlights are
used; access to substantive information is not available.

With the use of machine learning (ML), which is a form
of artificial intelligence (Al), software programmes can
predict outcomes more accurately without having to be
explicitly instructed to do so. To forecast new output values,
machine learning algorithms use historical data as input.
Support vector machines (SVMs) [3,7] are a group of
supervised learning techniques for classifying data,
performing regression analysis, and identifying outliers.
Support vector machines' benefits include efficiency in high-
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dimensional environments. Still useful in situations where
the number of dimensions exceeds the number of samples.

Il. LITERATURE REVIEW

Stefanos Vrochidis et al. [1] mentioned that “to address
the demand for content-based patent picture search and
retrieval, we first explore the possible advantages, the needs,
and the obstacles associated with patent image retrieval.
Then, we present a framework that includes cutting-edge
image analysis and indexing algorithms. To successfully
facilitate content-based image retrieval in the patent domain,
the proposed system applies document image pre-
processing, image feature, and textual information
extraction. We put in place a patent picture search engine to
gauge the potential of our idea. Results from a variety of
interaction modes, comparisons with other systems, and a
quantitative assessment of our engine show that image
processing and indexing technologies are at a stage of
development where they are ready to be included into
practical patent retrieval applications”.

Srinivasa Rao et al. [2] stated that “There are Moment
Invariants (MI) and Zernike Moments (ZM)-based Content
Depending Picture Retrieval (CBIR) systems that use
invariant image moments based on shape. The shape
features of an image can be effectively represented by Ml
and ZM. However, their use in CBIR is limited by the Ml's
non-orthogonality and the ZM's poor reconstruction.
Therefore, a CBIR system based on orthogonal moments
must be effective. Legendre Moments (LM) can compactly
express the features of an image's shape and are orthogonal
and computationally faster. This paper proposes a CBIR
system for grayscale images utilizing Exact Legendre
Moments (ELM). The suggested CBIR system outperforms
the Ml and ZM moment-based approaches in terms of
retrieval effectiveness and retrieval time. Using the Support
Vector Machine (SVM) classifier also increases the
efficiency of classification. Over the traditional CBIR
technique, better retrieval outcomes are obtained using the
Stacked Euler Vector (SERVE) in conjunction with
Modified Moment Invariants (MMI)”.

Srinivasa Reddy A. et al. [3] discussed that “One of the
methods for detecting tumors in any part of the body is
magnetic resonance imaging (MRI). The brain tumor is
becoming one of the leading causes of mortality for many
people. A brain tumor is among the deadliest malignancies,
so it is important to find it quickly and get the right therapy
to save a life. Due to the development of tumor cells, the
detection of these cells is a challenging issue. Comparison of
the MRI treatment for a brain tumor is crucial. Using basic
imaging techniques, it is quite challenging to see the
aberrant brain structures. To solve a problem, automated
methods for classifying and detecting brain tumors are
suggested in this work”.

Nidhi Singh [4] et al. proposed that “It addresses the issue
of content-based picture retrieval in dynamic environments.
Systems that evaluate photos in real-time cannot function in
a situation where new or additional images are constantly
being added or stored. The authors of this research suggest a
system that may choose the best features to evaluate recently
acquired photos, increasing retrieval efficiency and
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accuracy. Here, a better algorithm is suggested. After
segmentation, the process entails creating feature vectors
that will be used to compare query photos to database
images for similarity. The framework has been trained on
several database pictures. When compared to the
performance of traditional methods of content-based picture
retrieval, the suggested algorithm's performance on a variety
of real photos is found to be rather satisfactory”.

I11. CONTENT BASED IMAGE RETRIEVAL

In 1992, T. Kato coined the phrase "content-based picture
recovery” to describe his work with database-based
automatic image retrieval. In the CBIR, images are retrieved
based on colour and shape [1,2,4]. Since then, the method of
utilizing linguistic image qualities to extract desired
photographs from a large collection has been referred to as
CBIR. Among the fields where methods, tools, and
calculations are applied are insights, design recognition,
signal preparation, and computer vision. As it is based on
the visual analysis of contents that are present in the query
image, content-based image retrieval (CBIR), a framework,
can get around the issues outlined above. Numerous uses of
the CBIR technology have been developed, including
fingerprint identification, biodiversity information systems,
digital libraries, crime prevention, medical research, and
history.

While CBIR does have relatively high accuracy on
common benchmark datasets, some jobs, such datasets for
trademarks, still have low accuracy. Unsolved issues include
partial similarity, semantic similarity, domain variance, and
resistance against adversarial attacks.

Image Stmularity
data I Metric E

Renge dasy
Imuge Reqrrscrtatam ()uu_\

Compuarion

Database
Creation

Figure 3. Architecture of CBIR

Using an image distance measure is the most popular
technique for comparing two images in content-based image
retrieval. An image distance measurement examines how
similar two photos are in terms of their shape, colour,
texture, and other attributes. For instance, O denotes a
perfect match with the query in terms of the dimensions
considered. A score greater than 0, as one might guess,
denotes varying degrees of similarity between the photos.
Then, you can arrange search results according to how close
they are to the image you are looking for.

The semantic gap is the discrepancy between the low-
level features provided by CBIR systems and the user's
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required semantic categories. The semantic gap between the
low-level visual features (color, shape, texture, etc.).

A. Color

It is possible to calculate distance measurements based on
colour similarity by creating a colour histogram for each
image that shows the percentage of pixels that have a
particular value. One of the most popular methods is
examining photos based on the colours they contain because
it can be done regardless of the size or orientation of the
image. Research has, however, also tried to break down
colour proportion by region and by the spatial relationships
between various colour zones.

B. Texture

Measures of texture look for visual patterns in images and
how those patterns are defined spatially. Depending on how
many textures are found in the image, Texel’s - which
represent textures - are divided into a variety of sets. These
sets not only specify the texture but also the location of the
texture within the image. Additional techniques for
categorizing textures include, Matrix of co-occurrence,
Wavelet transform, and laws texture energy.

C. Shape

Shape does not refer to the shape of an image but to the
shape of a particular region that is being sought out. Shapes
will often be determined first applying segmentation or edge
detection to an image. Other methods use shape filters to
identify given shapes of an image. Shape descriptors may
also need to be invariant to translation, rotation, and scale.
Some shape descriptors include Fourier transform and
Moment invariant.

D. Image Retrieval

In the context of image retrieval, the terms Accuracy,
Recall and Precision are described in terms of a set of
recovered images, a collection of relevant images, or a list of
all online pictures that are pertinent to a particular image,
and a set of pictures acquired by a web search engine for a

query.
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Figure 4. Confusion Matrix
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Accuracy
Accuracy reveals how frequently the ML model was
overall correct.

Accuracy = (TP+TN) / (TP+TN+FP+FN) (1)

Precision
The model's precision measures how well it can forecast
a particular category.

Precision = TP / (TP+FP) (2)

Recall
How frequently the model was able to identify a
particular category is indicated by recall.

Recall = TP / (TP+FN) 3)

IV. SUPPORT VECTOR MACHINE

Support vector machines (SVMs) are a collection of
supervised learning techniques used to classify images and
identify outliers. The SVM algorithm's objective is to
establish the best line or decision boundary that can divide
n-dimensional space into classes, allowing us to quickly
classify fresh data points in the future.

A hyperplane is the name given to this optimal decision
boundary. SVM selects the extreme vectors and points that
aid in the creation of the hyperplane. Support vectors, which
are used to represent these extreme instances, form the basis
for the SVM method. Consider the diagram below, where a
decision boundary or hyperplane is used to categorise two
distinct categories.

SVM comes in two varieties:

Linear SVM: Linear SVM is used for data that can be
divided into two classes using a single straight line. This
type of data is called linearly separable data, and the
classifier employed is known as a Linear SVM classifier.

Non-linear SVM: Non-Linear SVM is used for non-
linearly separated data. If a dataset cannot be classified
using a straight line, it is considered non-linear data, and the
classifier employed is referred to as a Non-linear SVM
classifier.
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Maximum
Margin
Hyperplane

Support

Negative Hyperplane Vectc‘)krs
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Figure 5. Architecture of SVM
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In n-dimensional space, there may be several lines or
decision boundaries used to divide classes; however, the
optimal decision boundary for classifying the data points
must be identified. The hyperplane of SVM is a name for
this optimal boundary.

V. PROPOSED METHODOLOGY

A computer system for browsing, searching, and
retrieving images from a database of digital images is called
an image retrieval system. The two methods used for
searching and retrieving images from an image database are
context-based image retrieval and content-based image
retrieval. Content-based image retrieval is a system for
retrieving different images from an image database. Most
web image retrieval solutions now use text-based image
retrieval. A keyword-based search is used in the text-based
approach. We use a high-level feature as a label for getting
the image based on the names in context-based image
retrieval. Our recommended approach consists of two
essential components, namely: Process of feature extraction
and retrieval.

There are two types of feature extraction: textual feature
extraction and visual feature extraction. An example of a
visual feature is Bag of Visual Words. text-based features
such as filenames, notes, and keywords. By using our
recommended technique, the features are extracted from the
Bag of Visual Words (BoW). The BoW includes feature
description, code book production, and point of interest
detection. This graphic piece could be a representation of an
image in a histogram. Scaling Invariant Feature Transform
(SIFT) and the newly created K-means clustering algorithm
can be used to frame the BoW.

A better multi-texton approach can be used to extract the
texture. Following the feature extraction, the retrieval
technique will be used. The two stages of our retrieval
procedure are categorization and retrieval. Applying the
kNN algorithm will be the primary method of classifying the
photos based on their attributes. To improve the precision
and recall rate, this will divide the photos into several
classes. The performance of the recommended picture
retrieval is assessed based on the precision, recall, and
accuracy values after the classifications of the similar
images, which are obtained from the pertinent class in
accordance with the provided query image.
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Figure 6. Architecture of Proposed method
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A. Feature Extraction

By removing picture features, content-based images
retrieval (CBIR) was launched. In general, the features are
divided into visual elements like colour and texture, to
mention a few, as well as text-based features like
annotations and keywords. A lot of information about a
picture's content can be found elsewhere outside the image
itself. The context of an image can be thought of as all
information about the image that isn't related to its visual
qualities. The context for retrieval fundamentally alters in
this case of a considerably larger collection of photographs
because the feature space is suddenly more heavily loaded
with images. A high level, layer-based feature is the context
feature.

B. Texture Images

Unevenness is visible as tone or intensity fluctuations
over a neighborhood in an intensity image. A recurrent array
of a specific essential model comes from the relative change
in most instances. Large-scale fundamental models are
mostly responsible for the coarser texture. The basic models
of minute size always represent the finer texture in a similar
way. The spotlight has been shone on a feast of creative
techniques meant to coerce the texture features in this way.
There are many different types of texture feature extraction
techniques, such as spectral texture feature extraction
techniques and spatial texture feature extraction techniques,
depending on the domain from which the feature is
extracted.

C. Multi-Texton Features

Textons are generally portrayed as a collection of blobs or
embryonic patterns that exhibit a consistent character across
the image, while a specific definition of textons is not yet
possible. The pre-attentive distinction is somewhat
diminished if the texture pieces are stretched out very far in
one orientation. The texton-gradients at the texture
boundaries are improved if the stretched-out elements are
not jittered in orientation. Because the texture gradients only
exist at the texture boundaries, the texture discrimination
can be increased with a small element dimension like this.
This, together with the block's simplicity of expression, is
why textons detection is used in this page.

D. Feature Extraction from Visuals

The visual search is a type of conceptual function that
invites attention and traditionally permits an active scan of
the visual scene for the goal amid other objects or features
(the distractors). We first extort the Bag of visual words as
the feature extraction from the photos (BOW). Additionally,
we implement this functionality using the SIFT and K-
Means techniques.

A group of mathematical approaches known as edge
detection are focused on locating the locations in digital
images where there are sharp brightness variations or, more
precisely, breaks. Edges are likely integrated by the
detection of brief linear edge segments and the accumulation
of edges into prolonged edges. There are numerous
techniques to position the edges, including the Laplacian
Roberts, Sobel, and gradient.
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The k-Nearest Neighbors algorithm is widely regarded as
a non-parametric method for classification and regression.
The most common distance function is the Euclidean
distance, which is how people typically think about distance
in the actual world:

dEuci!ids:m{xr}F] = zi{xi _}Fijz 4

When measuring the distance, some characteristics with
high values, like income, can outweigh the influence of
other features that are assessed on a smaller scale. When
dealing with continuous data, min-max normalization or Z-
score standardization can be used successfully.

Min—max normalization:

_ X—-min(X) _ X-min(X)

¥
X range(X) max(X)—min(X)

®)

Z-score standardization:

s _ X—-mean(X)
T sDix)

(6)

_ precision*recall )
F 2+ (m‘edsiun-l-reca]l (7

VI. RESULTS AND DISCUSSION

Based on the assessment criteria, such as Precision,
Recall, and Accuracy, the performance of our proposed
image retrieval and classification job is assessed. The
outcomes of linked recovered photos are created for the test
images made available.

Figure 7. Backbone Input and Retrieved Iméges
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Figure 9. Hand Input and Retrieved Images
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TABLEI.
PRECISION
Hand Bone Back Bone Chest Bone
SVM 94.2 93.7 93.3
Naive 82.4 87.5 86.6
Bayes
KNN 92.8 90.5 91.8
TABLEII.
RECALL
Hand Bone Back Bone Chest Bone
SVM 92.1 91.7 90.3
Naive 87.2 85.5 87.3
Bayes
KNN 90.5 89.2 88.7
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Precision
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Figure 9. Preciosion for SVM, NB, and KNN
Recall

300

200 90.5 89.2 88.7
100
0
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Figure 10. Recall for SVM, NB, and KNN

VIl. CONCLUSIONS

The two steps implemented are feature extraction and
picture retrieval. The evaluation results of our recommended
SVM method have shown that it is the most effective. We
have applied the SVM algorithm on average to get 93%
accuracy. Additionally, a comparison between the Naive
Bayes and KNN was done. Our suggested SVM image
retrieval and classification algorithm outperforms the
competition, according to analysis from the comparison. The
MATLAB platform was used to implement our method. The
proposed method achieves greater precision values when
compared to existing methods. The same can be
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implemented on Google Colab environment for more
accurate results while considering more data sets.
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Abstract: WIMAX is a wireless technology that supports
several applications. To efficiently assign resources to different
kinds of traffic, Bandwidth Allocation (BA) module is included
in MAC layer. The key goal is to reduce delay and make
efficient use of available frame space, thereby reducing
Information Element (IE) overheads. In this paper, Bandwidth
Allocation based on History (BAH) is proposed for allocating
bursts in WiMAX networks. BAH scheme focuses on assigning
bandwidth depending on Expended as well as Fairness levels.
Performance of the propounded mechanism is analyzed based
on Throughput, Packet Loss Ratio (PLR) and Average Delay.

Index Terms: WiMAX, bandwidth, Expended and Fairness
levels,

I. INTRODUCTION

Worldwide Interoperability for Microwave Access
(WiIMAX), IEEE Std 802.16-2005 is a telecommunication
protocol which offers fixed as well as mobile access to
internet [1]. Broadband Wireless Access (BWA) technology
is based on IEEE 802.16 standard [2]. WIMAX network
includes comparatively reduced cost in contrast to DSL,
GSM or Fiber-Optics [3]. WIMAX replaces cellular
technologies like GSM and CDMA. It involves 2 modes
namely, Point-to-Multipoint (PMP) or mesh mode based on
applications [4]. It offers increased coverage as well as
bandwidth supporting last-mile access to the Internet.

WIMAX supports real-time as well as non-real time
communications. Real-time traffic flows include Unsolicited
Grant Service (UGS) as well as real-time-Polling Services
(rtPS). Non-real time services include non-real-time-Polling
Services (nrtPS) as well as Best Effort (BE) services [5].
Traffic from a Mobile Subscriber Station (MSS) should be
scheduled and essential bandwidth must be assigned to
every flow dynamically [6]. Every MSS shares a dynamic
Burst Profile (BP) with the Base Station (BS). BPs are
determined depending on Quality of Service (QoS) demands
as well as channel conditions.

BS allocates bandwidth depending on diverse factors like
demanded bandwidth, QoS and available resources. Grants
are represented using an Uplink (UL)-MAP. MSS forwards
BW-REQs to the BS using any one of ensuing methods.

v It may forward a BW-REQ in the granted slot
assigned through polling.

v" When polled by BS, it may use contention request
interval based on broadcast or multicast poll.

v It may piggyback BW-REQ on packets containing
data.

The BW-REQs are incremental [7]. When an MSS is in
short of bandwidth, it sends incremental requests. BS adds
the demanded bandwidth to the requirement observed for
MSS [8]. An MSS establishes connections with BS for
connection-based BW-REQs. The fundamental schemes for
sending BW-REQs in WiMAX include:

v’ Contention-based Random Access: The MSS
forwards a BW-REQ during contention period.

v' Contention-free based Polling Access: BS
preserves details of registered MSSs and every MSS
forwards a BW-REQ only after polling.

v" Grouping mode: Random access scheme is linked
with polling. On polling a group, MSSs contend for
sending BW-REQs. This is appropriate when BS do
not have sufficient bandwidth to independently poll
every MSS.

In this paper, Bandwidth Allocation based on History
(BAH) scheme is proposed which assigns bandwidth to
flows in present round depending on requests’ Arrival Rate
(}), Expended as well as Fairness levels of assigned
bandwidth.

I1. RELATED WORK

Gakhar et al (2006) [9] have proposed a dynamic resource
reservation scheme which varies the quantity of resources
reserved depending on actual amount of active connections.
Park et al. (2008) [10] have proposed a dynamic bandwidth
allocation mechanism for handling real-time services by
predicting the quantity of requested bandwidth depending on
backlogged traffic and rate mismatch amid packet arrival
and service rates. De Rango & Malfitano (2009) [11] have
proposed Greedy Choice with Bandwidth Availability aware
Defragmentation (GCAD-CAC) which preempts accepted
calls on arrival of calls with high priority. Defragmentation
of gaps between data sub-frames takes place. Lakshmanan et
al (2009) [12] have considered bandwidth allocation and call
admission based on possibility of handover as well as call
arrival at the MSS. Chuck & Chang (2010) [13] have
performed bandwidth recycling for reclaiming unused
bandwidth from MSs without altering the present bandwidth
reservation, thus ensuring QoS. Antonopoulos et al. (2010)
[14] have designed a call admission mechanism based on
bandwidth reservation for peak hour traffic to offer
increased priority to VolP calls.

Nasser et al. (2011) [15] have proposed Utility Optimized
QoS (UOQoS) mechanism for mobile WiMAX which
focuses on bandwidth utilization as well as acceptance of
fresh as well as handover calls by linking a utility function
to every connection. Sheu et al (2011) [16] have proposed
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Greedy Weighted Algorithm (GWA) to assign bandwidth
for video multicast in relay networks so as to circumvent
duplicate bandwidth allocation. Bounded GWA (BGWA) is
also propounded. Gupta et al (2012) [17] have designed
Efficient Bandwidth Management (EBM) to deal with
efficient bandwidth allocation to increase bandwidth in
ensuing time frame if there is inadequacy in the present time
frame and vice-versa. Sheu et al. (2013) [18] have proposed
approximation based resource allocation mechanism that
focusses on improving utilization of DL bandwidth by
sorting requests and dynamically assigning bandwidth.

Pillappaiah et al (2013) [19] have classified users
depending on priority and dependency or independency of
networks for resource allocation. Chern & Xu (2013) [20]
have designed a mechanism wherein, bandwidth is reserved
for every connection and Weighted Fair Queuing (WFQ)
algorithm is used for scheduling the requests. Based on
lengths of queues and connection classes, weights are
assigned. Furgan & Hoang (2013) [21] have proposed
WIMAX Fair  Intelligent Congestion Control (WFICC)
which finds the network load depending on borrowing of
bandwidth and degradation of highly provisioned
connections.

El Bouchti et al (2014) [22] have propounded a scheme
for dynamically allocating bandwidth and admitting calls for
polling services by using game theory. Non-cooperative 2-
person common-sum game is framed, where BS and a fresh
connection acts as players. Accepting or declining a
connection along with quantity of bandwidth assigned to a
connection is considered. Queuing model based on Adaptive
Modulation and Coding (AMC) in physical layer is involved
in analyzing the QoS of rtPS and nrtPS services.

El-Hammani et al (2017) [23] have focused on link
variations while designing call admission schemes for
handling real-time traffic. Diverse scenarios for splitting
bandwidth as well as handling mobility are considered. Low
and high mobility classes are focused on.

Niyato & Hossain (2018) [24] have designed a fuzzy
logic-based admission controller for OFDMA-based
networks. Factors like peak traffic rate, quality of channel,
traffic load are considered for estimating intensity of traffic
arrival, allocating available radio resources and admitting or
blocking connections. A queueing model is used and packet-
level QoS obtained aids in establishing inference rules for
resource-allocation. Ahmed et al (2019) [25] have proposed
a 2-level scheduling scheme for Base Station (BS) UL
scheduler to ensure Quality of Service (QoS) to several
traffic classes. It guarantees effectual and reasonable
transmission of multimedia.

Ibrahim et al (2022) [26] have dealt with the additional
bandwidth which is not utilized. It is recycled so as to
improve QoS and conserve the present bandwidth
reservation. Bandwidth may be available with the
subscribers in addition to that of Downlink (DL) and UL. A
suitable scheduling mechanism related to Round Robin (RR)
is proposed. Idle bandwidth is reused.

Hindumathi et al (2023) [27] have concentrated on using
optimized bandwidth and rejecting ongoing calls in addition
to freshly connected calls. A unique and appropriate utility
function is assigned to every connection. The proposed
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framework guarantees high-quality service to both real-time
and non-real-time traffic. 2-level scheduling scheme is
proposed for BS schedulers involved at UL so as to render
service with improved quality to diverse traffic flows.

I1l. PROPOSED MODEL

The proposed BAH scheme allocates bandwidth to every
flow in the present round by taking the consistency of
assignment and bandwidth usage in previous round into
consideration.

A. Bandwidth Allocation based on History (BAH)

BAH dynamically allocates bandwidth to flows
depending on diverse factors from former round. It
considers the ensuing factors:

Traffic Arrival Rate (Apyes)
Bandwidth assigned in former round (BSIEY. )

Fairness level (Fprey)
Expended level (Eppey)
Available bandwidth (Brey,
Extra bandwidth (BELY

BAH computes the Fairness level by taking the quantity
of demanded and assigned bandwidth for every flow in
previous round into consideration. Service flows request for
some amount of bandwidth (B};eq). BAH module focuses on
allocating a portion of whole volume of demanded
bandwidth. Let bandwidth required by every flow be

AN NI N NN

‘Blieeq - The amount of bandwidth demanded is the
difference between requested and assigned bandwidth.
BNeed = B;{eq — Bailoc (1)

Available bandwidth (BW},.;) is evenly distributed to
degraded flows as assigned to every MSS during handover.
Every flow gets a share depending on the need.

— Bgvail

V= z:?=1 B}\Ieed (2)

where,

n - Number of degraded flows

Bleeq - Quantity of bandwidth needed by every flow

Bl4q - Extra bandwidth which is allotted to every flow
for upgrading

Every flow gets the share.
Bada = Y * BWyeed 3

The additional bandwidth assigned to every flow in

former round, ‘BX5*Y” is computed as:
i,Prev __ BiNeed 0,Prev
Baaa =3 * Bavai (4)
i=1 "Need

Fora rov_v (i),

= _BNeea
81 z:F=1 B;\leed (5)
Where,
§; - Ratio of demanded bandwidth to total need
Then,
BWLRES" = &« BWREIE ©)
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Depending on quantity of bandwidth required by every
flow, “8;” varies. Overall Fairness level (F9..s) is computed
as,

Baddp
Bi = Bi,Prevrev (7)
Need * §;
o i,Prev
— n All
FPres - i=1 Bi,P(;gv * Bi (8)
Req
Bi,Prev_ Bi,Prev
(0] — n Req Need
FPres - i=1 Bi,Prev * Bi (9)
Req
o B]i\,IPreiiv
— n ee
FPres = i=1 1- iPrev * Bi (10)
Req
When less quantity of bandwidth is needed, fair

bandwidth allocation contributes to increased Fairness level.

Besides Fairness level, overall Expended level is the level
of use of assigned bandwidth. It is the proportion of
throughput got in former round to assigned bandwidth.
ThlPrev

o] — n
EPres - i=1 Bi,Prev+ Bi,Prev (11)
Alloc Add
i _ pi i
Brot = Baioc + BWaga (12)
i
(] — n Thprey
EPres - i=1 Bl (13)
Tot

Sum of Fairness as well as Expended levels is given by,
D = Fpres + Epres (14)

As already mentioned, bandwidth is assigned to each flow
in present round in terms of Fairness as well as Expended
levels.

If bandwidth is assigned more than the essential, then
these levels will have high values. In that case, assigned
bandwidth is directly based on Arrival Rate (Apggy) Of
former round. A portion of available bandwidth is assigned
for a flow ‘N’ depending on demanded additional
bandwidth.

A N
B = () (15)

Apres
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If bandwidth allocated to a flow is less than demanded,
then both levels represent minimum values. The possible
maximum bandwidth should be assigned.

N ((1+ D)Apres)N o,p
BAﬁé‘E = (m) * BWAValiﬂle S (16)

If bandwidth is not justly allocated, then Fairness level
shows a lesser value. It is assigned depending on Fairness
level.

Next _ (((1+ Fpres)Apres )N) O,Pres
BAUOC - (((1+ FPres)APres)O X BAvai] (17)

If bandwidth is not properly used, then Expended level
indicates a lesser value. Bandwidth is assigned depending on

Expended level.

Next _ (((1+ l:‘:Pres”\Pres)N) 0O,Pres
Billoc = (<<1+ Erresihpres)0) < DAVail 18)

Variance of CD (VCD) varies with the number of
connections currently established. Connections are accepted
only when VCD is less than the threshold. After repeated
iterations, it was decided to set the threshold to 0.8.

IV. RESULTS AND DISCUSSION

The system is implemented using Ns2. Parameters
involved in simulation are shown in Table 1.

TABLE I.
SIMULATION PARAMETERS
PARAMETER VALUE
MAC IEEE 802.16e
Routing Protocol DSDV
Frame Length 0.004
Queue length 50
Packet Size 1492 bytes
Number of MSSs 50
Start Time/ Stop Time 20 sec / 120 sec

The proposed BAH scheme yields better results. The
performance of BAH is compared with Bandwidth
Allocation scheme Without History (BAWH) depending on
Dynamic QoS-based Bandwidth Allocation (DQBA).
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Figure 1. Throughput
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Figure 2. Average Delay

Fig. 1 shows the Throughput. BAH offers 18.7% better
Throughput when compared to BAWH.

Fig. 2 shows the Average Delay. BAH involves 39.34%
reduced Average Delay in contrast to BAWH.
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Figure 3. Packet Loss Ratio

Fig. 3 shows the Packet Loss Ratio (PLR). Similarly,
BAH involves 15.8% less PLR in contrast to BAWH.

V. CONCLUSIONS

The proposed Bandwidth Allocation based on History
(BAH) accepts calls only when the new incoming call does
not affect the current QoS. This avoids QoS degradation to a
better extent when compared to present mechanisms. The
proposed scheme offers improved outcomes based on
Throughput, Packet Loss Ratio (PLR) and Average Delay.
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Abstract: Machine Learning (ML) is the fundamental
learning paradigm in the scientific community having a wide
range of applications in vivid domains.  The
hidden underlying patterns in data can be easily identified with
use of popular ML algorithms. The meaningful pattern
provides insight information extracted from the data. In so
doing, human incapability hinders the process of recognising
meaningful patterns in the given data sets. Such fine exemplary
thoughts are given to machines with suitable algorithms and it
can detect not only the finer patterns, but also provides
meaningfulness of data spread in the domain. The area of ML
is a blend of mathematics, probability, statistics and allied
sciences in an articulated way and thus endows the ability to
“learn and adapt”. A generalized Gradient Descent (GD) based
model is proposed which can be implemented on any dataset.
The model is tested to forecast a student’s admission on his
(her) GRE score. Proposed model reflects good accuracy and
the Pearson Correlation coefficient suggests the pertinent
relationship among different attributes. The model also focuses
the underlying mathematical derivation to a minimum to
comprehend.

Index Terms: Linear Regression, Gradient Descent, RMS
Error, MSE, ERM, Pearson Correlation

I. INTRODUCTION

Linear regression finds a relationship between a dependent
variable for a given set of independent variables—also
known as a relationship involving explanatory variables and
some real estimated outcome. The traditional straight-line
equation y =m x + b ; is used to estimate ‘y’ for a given set
of *x’ with bias matrix ‘b’ and the domain X consists of B¢
and the label set y € Y is the set of real numbers for a given

d [1]. A linear function h : RY— R that suitably estimates
the relationship between given variables—for instance,
predicting probability of getting the admission as a function
of GRE score. [2] This, when combined with standard GD
mechanism, can provide a fairly good idea how the blending
works in ML for a given application domain and the

generalized model is shown in Figure 1.

MNew
Sample
Data

Prediction (ML)
rules

¥

Predicted Qutput

Labelled
Trained
Data

ML
Algorithm

Figure 1. A Generic ML GD model framework

A. Linear Regression
A linear regressor is basically the set of linear functions

[2]:
Hreg:Ld:{X}—)<W,x>+b:WERd,b€R (1)

Here Hreg is a regression function; x is input space, and b
as hias. Intuitively, to lessen the difference between actual
and expected values, [3] we define a loss function
calculating the discrepancy of values while using a
regressor, in Figure 2. The most generally used squared-loss
function is given by:

L(h, (%, ¥)) = (h(x) -y) ? &)

~ 3 Q3 ®T ® QO

\

Independent

Figure 2. Linear regression showing variables.
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For the observed values, the loss is usually calculated as
Mean Squared Error (MSE):

Ls(h) =~ 1 (h(xi) — yi)? (3)
[4] where the meaning of all the symbols used are intuitive.
Such an algorithm solves the expected risk minimization
(ERM) problem for linear regression predictors.

[5] The solution to this equation is to find the derivative,

i.e., gradient of the objective function and compare it to
zero:

2 e
—D (W, x:) —wi)x: =0 (4)

=1

This can be simplified in matrix notation form as

Aw = b where

A= (i X x;r) and b= i YiXi. (5)
i=1 i=1

In other words, in the matrix notation form as:

(1, 1)

7

Figure 3. A Gradient vector

The solution to the ERM problem isw = A" b when A is
invertible.
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Il. GRADIENT

[6] A gradient is a vector generalization of the derivative
and we need to calculate its minimum value and moreover, a
derivative is a scalar valued. . To be precise, a derivative is
defined for functions having a single variable; on the other
hand, a function with a number of variables, the gradient
definition is a better and intuitive option, as depicted in
Figure 3.

[7]1 More formally, for a given training set S and using
homogenous description for La the class of problem
towards ERM calculations is to find

argminLs (hw) = argmin 1/mY ((w,xi) - Yi)?

[8] The slope represents the gradient of a graph and directs
towards increase or decrease in that direction. To optimize
for minimum value, the first-order derivative helps us
achieve these using iterations. In order to locate a local
minimum using GD optimization, we step proportionally
towards negative of the gradient of the function at the
current point. [9] On the other hand, when we undertake the
steps that are proportional to the estimated gradient, it is
termed as gradient ascent [10]. These prevailing methods are
robust in use and have found many applications in various
domains — as the next section highlights those aspects.

I1l. GRADIENT DESCENT MODEL

The gradient based method has always been attractive due
to its simplicity and robustness in optimization scenarios [1].
For a given machine learning algorithm, a MSE cost (loss)
function can evaluate the parameters of the learning model
with weights updates. The main focus is to find the set of
parameters, i.e., weights which minimize the loss function.
[11] This can provide a clue towards reaching local optima.
We repeat this process (known as an epoch) until we reach
near a valley point, as depicted in Figure 4 where J(w) is a
loss unction for the parameter’s ‘w’. For more on this, one
can refer to [1].

™™

Initial weighte

J(W)

Global minimum

N4

W

Figure 4. Cost (Loss) function
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IV. PEARSON CORRELATION COEFFICIENT ‘R’ (PCC)*

In order to find the relationship between the variables, we
use the metric of measure as Pearson coefficient — which
suggests the strength of the relationship being either ‘strong’
or ‘weak’ or ‘none > —we can infer relationships depending
upon the value as depicted in Figure 5.

+~ > ®m o > o T O O
7/

Independent variable

Figure 5(a) r = -1; A perfect negative relationship

Figure 5 (b). r=0
No coorelation

Figure5(c). r=+1
A perfect positive relashion

The scatter plots for various values of ‘r’ suggest the
relationships—meaning that in a negative correlation as one
variable increases, the other variable decreases; and on other
hand, a positive correlation shows that both the variables
increase or decrease together.

V. FRAMEWORK

The gradient descent method offers some interesting
challenges with good convergence speed, as:

(i) Selecting an optimal value of learning rate is many
times not obvious—a smaller value leads to slower
convergence whereas a bigger value hinders convergence
and causes the loss function to fluctuate around the
minimum or even tends to diverge.

(i) Following the Occam Razor principle in the proposed
method, simply start from a lower value and keep judging
the accuracy trend and a suggested way would be to keep
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trying with a learning rate schedule, so that reproducibility
of the algorithm is guaranteed. The schedules are to be
defined in advance and are sometimes unable to adapt to a
dataset's characteristics. This is the preferred way
implemented in the work.

(iii) Further, the same learning rate applies to all parameter
updates. If the data is sparse with features having different
frequencies, it would be wise not to update all of them to the
same extent but perform a larger update for rarely occurring
features. This adaptivity works well with sparsity of data.

(iv) Most challenging task is to avoid non-convex error
functions getting trapped into their numerous local minima
sub-optimally—as this difficulty arises not from local
minima but from saddle points where one dimension slopes
up and other slopes down. These saddle points’ plateau
makes the algorithm hard to escape as the gradient is
becoming close to zero in all dimensions.

V1. IMPLEMENTATION

The test case implements GD in order to minimize a cost
function J (w) parameterized by a model parameter. The
gradient (derivative) shows the incline or slope of the cost
function. Hence, to minimize the cost function, we move in
the direction opposite to the gradient [12].

For a given dataset from Kaggle web site, predicting
graduate admission process using GD technique.

The dataset contains several parameters which are
considered important during the application for Masters
Programs.

The parameters included are:

GRE Scores (out of 340)

TOEFL Scores (out of 120)

University Rating (out of 5)

Statement of Purpose and Letter of
Recommendation Strength (out of 5)
Undergraduate GPA (out of 10)

e Research Experience (either 0 or 1)

e Chance of Admit (ranging from 0 to 1)

STEPS:

e Import the csv file from Kaggle
((https://www.kaggle.com/datasets/mohansacharya/
graduate-
admissions?select=Admission_Predict_Verl.1.csv)

e  Pre-process data and remove missing or null
values.

e Apply gradient descent algorithm.

e  Analyse algorithm performance using metrics.

The data set file used is available from Kaggle website and
read into the Python environment and using appropriate
commands, it shows all the columns under the heading. The
corresponding box plot depicts the minimum, average and
maximum GRE Score for the admission criterion along with
a chance of admission.
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Pseudo code for Gradient Descent Model
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Steps:

Initialize weights ‘w’ at random

compute gradients G =V J(w) of loss function wrt parameters, i.e., G = dJ(w) owi

Update weights proportional to G, i.e.

w=w-1nG

until J(w) stops reducing or other pre-defined termination criteria is met.

Towards this process, the Pearson coefficient method is
being applied to know about those attributes having strong
and weak relationship, thus profiling the user about the
anticipated chances.

Finally, a min-max scaling is applied on the data to
reveal the chances of admission.

This implementation is an extension of the standard
gradient method making it quite obvious about the results

df=pd.read csv('ap.csv')

to interpret and thus augmenting the process of knowing
the chances. For instance, doing research and making a
publication with a professor stands a higher chance, and
so are the other factors too. The following screenshots
depict various plots. The curve fitted emphasizing the
admission process. The relationship plot shows various
intriguing parameters and their relative values.

In [17]: df.head(3)

i
=

Serial No. GRE Score TOEFL Score UniversityRating SOP LOR CGPA Research Chanceof Admit

0 1 31 118
1 2 U 107
2 3 36 104
3 4 32 10
4 5 3 103

4 45 45 965 1 092
4 40 45 887 1 0.76
3 30 35 800 1 072
3 35 25 867 1 0.80
2 20 30 82 0 0.65
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In [4): df['GRE Score'].plot(kind="hox', subplots=True, sharex=False, sharey=False)
Qut(4]: GRE Score AxesSubplot (0.125,0.125;0.775x0.755)

dtype: object
3o S—
330
320
310
300
m G
GRE chore

In [11]: df['Chance of Admit '].plot(kind='box',6 subplots=True, sharex=False, sharey=False)

Out[1l]: Chance of Admit AxesSubplot (0.125,0.125;0.775x0.755)
dtype: ocbject

0
Chance of Admit
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In [8]: df.corr(method ='pearson')
Cut (8] SerilNo. GRE Score TOEFLScore UnierstyRatng  SOP  LOR  CGPA Research Chance of Admi
Serdllo. 1000000 0103830 0441605 007641 04373 0003604 -DOTA260 000 0.008505
GREScore -0103830 1000000 0827200 0835376 O0S1M08 0524679 0825678 056398 0810351
TOEFL Score 0141606 0827200 1000000 0549700 0644410 0541563 0810574 0467012 0792228
UniersityRating 0067641 0835376 0540709 1000000 0728024 0808851 0705254 0427047 080012
SOP 0137352 0613498 0544410 0726024 1000000 0883707 0712154 0408116 0.684137
LOR 000394 054670 0541563 0508551 0863707 1000000 0637469 0372506  064S385
CGPA 0074280 0825878 0810574 Q705254 0712154 0637460 1000000 0501311 0882413
Research 0005332 0563308 0467012 0427047 0408116 0372526 0501311 1000000 0545674
ChanceolAdmit 0008505 0810351 079228 0690132 0884137 0645365 0882413 0545671 1000000

ddd=minmax scaling(df, columns=['GRE Score’,
ddd['GRE Score']

from mlxtend.preprocessing import minmax scaling

'Chance of Admit

2 1,

0 0.94

1 0.68

2 0.52

3 0.64

4 0.48

S 0.80

OuTPUT
OO S -~ S SO STIT &S ST A=
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e B — J e — O e e e e b i — e e —
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8.7254601253702867
Converged, iterations: S173 1118
thetal = 0.21915461289555585 thetal = 0.733430717404515
10 1
0.8 A
0.6 1
04 -
0.2 A
0.0 A
0.0 0.2 0.4 0.6 0.8 10
VIlI. CONCLUSIONS [3] Haykin Simon 2016, Neural Network and Machine Learning,
39 Ed. Pearson Edn. 2010
The GD model has been implemented in the work on the  [4] ghg”its'f?gcg(')slgzolsl Deep Learning with Python, Manning
principle of Occam Razor: “simplest things which work first, ub., At i . . )
are better <. The model takes gradient based approach to fit [5] mogrﬂhlag\;::,rlc;;g%rhrtemgressmn with numpy 2016 (GitHub);
) . . : .
the regressor on !(aggle datas[at and it can be best suited on [6] Lachlan Miller, Machine Learning: Cost Function, Gradient
any linearly predictable scenario. It captures the parameters Descent and Univariate Linear
which play the critical role for a student’s chances for Regression, www.github/lachlanmiller.htm
admission process as it reveals the internal relationship  [7] Ravidran B 2019, NPTEL Course, Introduction to Machine
amongst parameters. Further, the model is able to predict the Learning ) )
outcome as a percentage of the chance of a GRE score. The  [8] Karl Gustav Jensson 2108, Introduction to Machine
Pearson correlation coefficient ‘r’ has a strong bearing on the Learning.ML, NPTEL _
underlying parameters- as it is evident from the program run [ SOLI‘\F/’itﬁgAerg(;'::":ﬁ d(?il?re?r(i)sg' 1F:ty|t5rljo¥'\F/>lr|:>grammmg, Problem
an.d \éTr'OUS [()ilc:ts. ]’f‘s tpe IlneaL regressorflsdone ofr:he most [10] Potter ’Merle C, Potter, JL Goldberg and Edward F.
_Su'ta e models fit or suc typ_e 0 ata, _t ere are Aboufadel 2010 Advanced Engg. Mathematics, Oxford
improvements also possible-like using Stochastic GD for University Press, 3 Ed.
better performance and efficiency with a niche fit. Moreover, [11] Charu C. Agrawal, Neural Networks and Deep Learning, 1st
the model can further be extended to undertake features of Ed. Springer 2018
multiple dependencies as well by way of looking at the  [12] Bishop, C.M., Neural Network for Pattern Recognition, 1995.

extracted features of the data set and fitting it intuitively.
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Abstract: City planners have wrestled with traffic challenges
for along time. Better techniques for simplifying the process and
analyzing traffic are currently being developed. Both the
quantity of vehicles at a specific location over a specific time
period and the kind of vehicles can be taken into account for
traffic analysis. Such devices have been created for decades, but
the bulk of them use sensors to identify the moving cars, such as
a couple of proximity sensors to determine the direction of the
driving vehicle and to count the number of moving vehicles.

These systems are highly effective and have matured,
however they are not very cost-efficient. The problem is that
such systems demand routine maintenance and calibration.
Creating a vision-based vehicle counting and categorization
system is the aim of this project. In order to do feature
extraction and be able to identify and count the vehicles, this
system takes still pictures from video. The cars are then
categorized by comparing the contour regions to the
predetermined values. The comparison of two classification
algorithms is the work’s significant contribution. Utilizing both
the Bag of Features (BoF) approach and contour comparison
(CQ), classification has been achieved.

Index Terms: Background learning, Foreground extraction,
Vehicle classification, YOLO algorithm, COCO dataset.

I. INTRODUCTION

There is a greater need for effective management and
monitoring of road traffic as a result of the growth of road
networks, an increase in the number of vehicles, and, most
importantly, the size of vehicles. Intelligent traffic
surveillance systems are crucial for modern traffic
management, but conventional approaches like wireless
sensor networks, inductive loops, and EM microwave
detectors are expensive, heavy, and difficult to install without
causing traffic disruptions. Instead, video-based surveillance
systems can be an effective alternative. Video surveillance
systems are now more accessible and efficient because of
advancements in storage capacity, processing power, and
video encryption techniques.

The videos that these surveillance systems stores are
normally examined by humans, which takes time. The need
for more reliable, automatic video-based surveillance systems
is essential. Although the primary function of a traffic
surveillance system are to detect, monitor, and categorize
cars, they can also be used to carry out more complicated

operations like lane recognition and driver behavior
recognition. Systems for monitoring traffic can be used for a
number of things, such as identifying people, detecting
unusual behavior, detecting accidents, detecting car theft,
monitoring parking places, and detecting accidents.
Hardware and software are the two main components of a
traffic monitoring system.

The hardware component is a stationary camera installed
on the side of the road that records the video stream, and the
processing and analysis is handled by software component.
These systems may be portable and include a CPU built into
the camera for instantaneous processing and evaluation, or
they may be nothing more than cameras that send the video
stream to a processing hub. A variety of techniques have been
employed to develop systems that can recognize, count, and
categorize cars and may be used for traffic monitoring in
intelligent transportation systems. These systems are
discussed in this section along with details on their creation.

For traffic monitoring, computer vision technology is
widely used. A crucial element of ITS is the development of
computer vision technologies over video-based traffic
monitoring for spotting moving cars in video feeds. Vehicle
tracking and detection using computer vision technologies
has been the subject of extensive research. In 2005, Hasegawa
and Kanade unveiled a technique for identifying and
categorizing moving objects according to their type and color.
A series of photographs of a particular place were made
available during this process, and vehicles were located using
these images. Using Python and OpenCV, Nilesh et al. (2013)
created and constructed a system for identifying and counting
moving automobiles. Using background subtraction, picture
filtering, image binary, and segmentation techniques, it can
identify and count moving objects like cars in real time or
from recorded movies. Using Python and OpenCV, as well as
an adaptive background subtraction technique in conjunction
with virtual detector and blob tracking technologies, Da Li et
al. (2014) developed a real-time moving vehicle
identification, tracking, and counting system. The virtual
detector creates a collection of rectangular regions in each
input image frame, and the blob tracking technique creates
input image frames with the absolute difference between the
background image and foreground blobs representing the
moving cars. The techniques outlined above have some
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limitations, including how they handle shadows and how they
obstruct many vehicles that appear in a single area. In order
to create a device that can be used for traffic surveillance in
intelligent transportation systems, a variety of approaches
have been used.

Il. LITERATURE SURVEY

For a system that counts vehicles in real time using video,
Tursun, M., and Amrulla, G. [10] developed an efficient
virtual loop technique. To determine how many vehicles pass
through, they deployed sophisticated traffic monitoring
cameras placed along roads. This technology counts in three
phases by monitoring the movement of the vehicle inside a
tracking area known as the virtual loop. Lei, M., et al. [11]
suggested yet another car counting mechanism based on
video. Automatic feature estimation and Gauss shadow
elimination were the two main methods used in this system,
which employed surveillance cameras positioned at relatively
high elevations to gather the traffic video feed.

The visual angle and the system's capacity to eliminate
shadow and ghost effects are what affect the accuracy rate.
The system's fundamental flaw is its inability to categorize
vehicle types. Bas et al. [12] The authors introduced a method
for counting vehicles through video analysis. The approach
utilizes an adjustable bounding box size for tracking and
detecting vehicles, based on an estimation of camera distance.
A boundary is often defined in a picture for both inbound and
outbound directions in order to identify the Region of Interest
(ROI). The system is unable to monitor moving cars as they
change directions, despite advancements to deal with specific
weather situations.

N.C. Mithun et al. [13] The authors suggested a system for
detecting and classifying vehicles that relies on time spatial
images and the use of virtual detecting lines spread out. A
two-step K closest neighbor (KNN) approach is used to
classify automobiles using shape-invariant and texture-based
criteria. Experiments reveal that the suggested method has
higher accuracy and a lower error rate than earlier methods
since it accounts for different illumination settings. A system
for recognizing and classifying automobiles at busy urban
crossroads was proposed by Habibu Rabiu. [14]. The system
uses background elimination, the Kalman filter method, and
a Linear Discriminant Analysis classifier to accurately
classify cars in order to detect and track them.

The most crucial stage of a video-based traffic monitoring
system is the initial phase which is vehicle recognition since
it has a significant impact on other algorithms like tracking
and classifying the vehicles. For this reason, it's crucial to
accurately recognize and separate from the background
moving item. Foreground detection uses many techniques,
such as frame n differencing [15]. The most basic foreground
identification and segmentation technique is frame
differencing, it relies on the intimate association of the series
of moving images.

Collins [16] proposed a more accurate frame differencing
technique that computes the foreground by comparing the
differences between numerous frames as opposed to simply
the initial one. Gibson [17] created the optical flow field
method, a different technique. Wu, K., et al. postulated that
mode velocity within a picture is represented by optical flow

72

CVR Journal of Science and Technology, VVolume 24, June 2023

DOI: 10.32377/cvrjst2412

[18]. The Optical Flow approach treats the Detecting Area
Image as a vector field of velocity, with each vector
representing the momentary change in a pixel's position
relative to its surroundings. Another technique for identifying
foreground objects is the average model. [19]. The
background value of a pixel in the average model is the
average grey value of that pixel over a set of frames.

Friedman, N., and S. Russell [20] GMM was suggested by
Stauffer, C., and W.E.L. Grimson [21, 22] improved for
tracking in real-time. The backdrop is assumed to be more
apparent than any foreground areas in the Gaussian Mixture
Model. A nonparametric background model based on kernel
density estimation was proposed by Elgammal [23]. The
kernel density estimation method chooses the data with the
highest probability density as the background after evaluating
video data samples using kernel functions. Images are
portrayed by the bag of features model as random groupings
of local features. The bag of words representation used in
text-based information retrieval served as the model for the
term "bag of features."”

I11. IMPLEMENTATION

The system is made to perform vehicle detection,
recognition, and tracking in video frames. It then divides the
identified vehicles into three separate size groups. The system
is made up of three modules: Vehicle categorization,
Foreground extraction, and Background learning.
Background Learning:

Background Learning is used to create a background
model of the video scene by analyzing the pixels in each
frame of the video over a period of time. This background
model is then used to identify any changes in the scene, which
could indicate the presence of a moving object.

The first module in the vehicle detection system is
responsible for learning about the background in the video
feed. This is important for identifying the moving objects or
foreground. The module extracts frames from the video and
uses image processing algorithms to learn about the static
backgrounds in the scene. For instance, in a traffic scenario
captured with a stationary camera, the background would
include static objects such as buildings and road signs. By
analyzing the differences between the background and
foreground, the system can accurately detect and track
vehicles in the video feed. The use of image processing
algorithms allows the system to learn about the background
and identify changes in the foreground in real-time.
Foreground Extraction:

Foreground Extraction uses the background model to
subtract the background from each frame of the video, leaving
only the foreground pixels, which correspond to the moving
objects in the scene. This module is used to isolate the
vehicles in the video frames.

The second module in the vehicle detection system
comprises three steps: background subtraction, image
enhancement, and foreground extraction. First, the
background is subtracted to make the foreground objects
visible. This is done by assigning binary 0 to the pixels that
correspond to static objects in the scene. Next, to acquire
accurate foreground object contours, picture enhancing
techniques like noise filtering, dilation, and erosion are used.
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These techniques help to improve the quality of the
foreground objects and remove any artifacts or noise. Finally,
the module outputs the foreground extraction, which is a set
of contours representing the moving vehicles in the video
frames. These contours will then be used in the subsequent
module for vehicle classification based on their size and
shape.

Vehicle Classification:

Once the foreground extraction module is applied in the
vehicle detection system, proper contours of the vehicles in
the video frames are obtained. From these contours, features
such as contours aspect ratio, area, size, and solidity are
extracted. These features are then used to classify the vehicles
based on their size and shape. For example, the system could
classify vehicles into small, medium, and large categories
based on their total length and area. Alternatively, it could
classify vehicles based on their shape, such as car vs. trucks
using aspect ratio as a classification parameter. The extraction
of these features is crucial in accurately identifying and
categorizing the vehicles in real-time.

V. WORKING

Steps for execution:

1. Importing the necessary libraries and setting up the vehicle
detection, counting, and categorization system are the first
steps in the code.

2. The pre-trained object identification model is then loaded
using the YOLOv3 method.

3.The video stream is then captured and examined using
OpenCV frame by frame.

4. The vehicles in each picture are recognized using the object
detection model.

5.The monitored vehicles are recognized using a centroid
tracker approach, which gives each one a unique 1D and
monitors its movement over time.

6. Following that, the system counts the number of vehicles
passing through a certain Region Of Interest (ROI) and
classifies them based on type (car, bus, truck, etc.).

7. A pre-trained machine learning model that recognizes the
type of vehicle based on image features is used to do the
categorization.

8. The system then updates the count and classification data
for each car, displaying it on the output video stream.

The completed video stream is finally exported to a file for
additional use. Overall, the system uses deep learning and
computer vision algorithms to provide real-time vehicle
recognition, counting, and categorization for a video stream.
Details of each Step:

1. Import required libraries: First, the necessary libraries,

including argparse, NumPy, and OpenCV, are imported.

2. Initialize the camera: The OpenCV function named
Video Capture is then used to initialize the camera.

3. Initialize required variables: There are fixed variables
for frame count, width, height, and font.

4. YOLOVvV3 network should be loaded: The pre-trained
YOLOv3 model is loaded using the cv2.dnn.readNet
function.

5. Describe the classes and colors: Both the categories of
objects that the model can recognize, and the colors
connected to them are specified.
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6. Specify the output layers: The output layers of the
YOLOvV3 network have been identified.

7. Start an endless loop: The camera's frames are started
to be recorded in an endless loop.

8. Image preprocessing: Scaling and normalizing the pixel
values are two steps in the preprocessing of the recorded
frame.

9. Perform network inference: To find objects, the
preprocessed image is passed via the YOLOV3 network.

10. Postprocess the detections: Postprocessing removes
low confidence and non-vehicle detections from the
YOLOvV3 network's detections. The threshold for low
confidence detections is set to 0.3. This means that any
detected object with a confidence score below 0.3 will be
considered as a low confidence detection and ignored.

11. Count vehicles: The number of detected vehicles for the
current frame is counted and shown on the output.

12. Vehicle classification: The aspect ratio of each vehicle
(car, truck, or bus) determines its classification.

13. 13. Define bounding boxes and labels for each vehicle:
Each detected vehicle has bounding boxes and labels
placed around it, and on the output, each vehicle's type is
indicated.

14. Show the results: The show function in OpenCV is used
to display the result frame on the screen.

V. DATASET AND CLASSES

The dataset used is COCO. The COCO (Common Objects
in Context) dataset is a widely used benchmark dataset in
computer vision. It includes over 200,000 diverse images
with 80 objects categories, annotated with masks, bounding
boxes, category labels. The dataset is popular for training and
evaluating object detection algorithms like YOLO. It has also
spurred competitions and challenges, driving advancements
in the field of computer vision. Overall, the COCO dataset
serves as a standard resource for benchmarking object
algorithms and promoting research in the field.

The total number of classes in the provided code depends
on the implementation and dataset used to train the YOLO
model. In this code, the number of classes is set to 80, which
is a common value used for the COCO dataset. The COCO
dataset is widely used for object detection tasks and includes
80 different object classes.

However, based on the COCO dataset used for training,
which includes 80 object categories, the classes could
potentially include a wide range of common objects and
vehicles, such as:

Person, Bicycle, Car, Motorcycle, Bus, Truck, Traffic
Light, Stop sign, Pedestrian, Motorbike, Caravan, etc.

In the provided code, if a vehicle is not part of the classes
defined in the COCO dataset, the YOLO model may classify
it as a generic class like "object", "unknown", or "other". As
a result, the code could potentially detect and count vehicles
that are not included in the COCO dataset, but it will not
provide specific class labels for those vehicles. The model's
behavior for unclassified vehicles may vary depending on
the implementation and configuration of the YOLO algo-
rithm being used. It's important to consider the limitations of
the dataset and model when using the code for vehicle detec-
tion and classification tasks.
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VI. RESULTS

Figure 1. It shows the first step for executing the project
where a command is passed in the command prompt to start
the GULI.

Figure 1. Command prompt in which command executed.

Figure 2. Graphical User Interface is opened after the
command executed in the command prompt which displays
the option of choosing the video to process in the project. We
should click on the button “Upload A Video” located in the
bottom of the window, which then displays the window of
folder to select a video.

Figure 2. Graphical User Interface

Figure 3. Display of GUI after the selection of the video to
be analyzed in the project. We should click on the “Get
RealTime Vehicle Reading” option to start analyzing the
video and start detecting and counting of the vehicles in the
video.

Figure 3. GUI after selection of the video to be processed.
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Figure 4. After clicking on the “Get RealTime Vehicle
Reading” option, it displays all the background details of
the execution like number of frames per second captured
and the count of the vehicle in the command prompt.

Figure 4. Background details of the execution.

Figure 5. Finally, it displays a video which consists of
the traffic, the count of the vehicles moving on the road
and the classification of vehicle captured from the input
video.

Figure 5. Output video with the count of vehicles

VIl. CONCLUSIONS

The proposed fix makes use of the OpenCV bindings and
is written in Python. Various sources of traffic camera footage
are being utilized. The user selects the area of interest to be
looked into using a straightforward interface, and image
processing methods are then applied to count the number of
vehicles and categorize the cars. We developed a video-based
vehicle monitoring system for real-time traffic data
collection. Python, OpenCV, and the Background Subtraction
Yolo algorithm were used to create the system. In the
suggested model we studied the traffic flow in the day and
night. Additionally, we evaluated the various shadows cast by
moving autos.
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Abstract: Breast cancer claims the lives of many people
every year. Breast cancer diagnosis is a difficult process that
requires competent radiologists. Manual detection of breast
cancer disease takes a large amount of time, as does manual
treatment of disease. As a result, automated detection is
required, which aids in early treatment and in some
circumstances, saves lives. These technical advancements are
beneficial for early treatment due to resource availability and
computing capability. A mammogram is a technique for
detecting breast cancer masses early. To identify masses from
MLO mammograms, several image processing-based
computer-aided diagnostic techniques have been developed. In
computer aided diagnosis systems, the presence of Pectoral
Muscle in MLO Mammograms has a considerable detrimental
influence on mass detection from MLO Mammograms.
Masking the Pectoral muscle improves mass detection from an
MLO mammogram. Locating the Pectoral muscle is tough
since the intensity of this tissue is equivalent to that of a
malignancy. The primary goal of this research is to develop a
Most Stable Extremal Region (MSER) based method to locate
and mask Pectoral muscle from the Mediolateral Oblique
Mammogram. The empirical analysis suggests that the
proposed novel procedure is straightforward and gives
promising results in locating and masking Pectoral muscle. The
suggested technique enhances accuracy by 96.27% compared
to 95% for state-of-the-art solutions. Python and MATLAB are
used to create the new system.

Index Terms: MLO Mammogram, Pectoral muscle, Most
Stable Extremal Region (MSER), Image processing.

I. INTRODUCTION

Depending on the type of breast tissue being discussed, a
woman's breasts can be fatty, fibrous, or glandular. The
lobules and ducts of the breast are examples of glandular
tissue. From the skin to the chest wall, there is a layer of
connective tissue called fibrous tissue. Connective tissue
includes the fibrous tissue that makes up ligaments and scar
tissue. The transition from glandular to connective tissue is
facilitated by the deposition of fatty tissue. Fibroglandular
tissue [1] is the term used by medical professionals to
describe any type of tissue that is not fatty. Milk is made in
the mammary lobes, and then transported to the nipple via
ducts. Thick breasts typically have glandular or fibrous
tissue as their primary composition. These types of tissues
appear white, thick, and denser than fatty tissue. Organs and
tissues of the breast are shown in Fig.1. The breast is a
dense-tissue organ that needs to be observed.

It is true that cancer is fatal, but early detection increases
the likelihood of a long and healthy life. Due to its principal
sites of proliferation in the milk glands and ducts, breast
cancer is particularly deadly for women.

Fatty tissue Glandular tissue

Dense tissue
Figurel. Different tissue type breast organs

Mammography is the name for the imaging technology
used to create Mammogram pictures of a woman's breast
organ. As Mammograms allow radiologists to detect
abnormal lumps, they are the primary tool used in the
diagnosis of Breast Cancer. Mammograms can be taken
from two different angles: the mediolateral oblique (MLO)
and the cranial-caudal (CC). The MLO view is the better as
it observes the lateral side of the breast, which is typically
affected by pathological abnormalities because it captures
larger areas of the upper-outer quadrant of the breast. The
connection between CC and MLO is depicted in Fig. 2. The
CC view is a top-down view. This is a view of the MLO
from a very specific angle [1].

Brvase

MLO View

Pectaral Masche Mlain

(a) (b) (c)
Figure 2. (a)CC View (b) MLO View (c) Corresponding projection model

Breast mass is a typical early indicator of breast cancer.
The process of detecting masses is being sped up with the
use of numerous computer-aided diagnosis approaches
based on Digital Image Processing. The presence of Pectoral
muscle makes the challenge of developing a computer-aided
diagnosis system to detect Mass even more difficult, as its
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properties, such as grey level, are similar to those of Mass.
The position of the Pectoral muscle on an MLO
mammography is shown in Fig.3.

Pectoral
muscle

Mass
Figure 3. Mammogram with Pectoral Muscle

The presence of Pectoral muscle raises the likelihood of
a false positive diagnosis of breast cancer, even if a breast
mass is a frequent sign of the disease. This work seeks to
implement a Digital Image Processing system based on
Most Stable Extremal Regions (MSER) to detect and mask
the Pectoral muscle in MLO Mammograms to help with
Mass detection.

Section Il explains existing Pectoral mask systems,
Section 1l discusses the proposed system, Section 1V
provides the ensuing analysis, and Section VV summarizes
the new strategy to detect and mask the Pectoral muscle.

Il. LITERATURE SURVEY

S. Marijeta et al. [2] employed mammography contrast
improvement and K-means to identify and hide the Pectoral
muscle. The K-means technique is used to find the Pectoral
muscle area after trimming the original MLO
mammography and boosting pixels in the mass. The limits
of the Pectoral muscle are determined through cubic
multinomial fitting. The Mini-MIAS database analysis of
simulated mammograms shows the procedure to be reliable.
With 19.25% of instances being deemed acceptable and
12.42 % being deemed poor, this approach is 68.42%
accurate.

P. S. Vikhe et al. [3] describe a Pectoral covering
technique for detecting the Pectoral area in mammograms
using a grey level-based approach. By enlarging the Pectoral
region and choosing its boundary points, the method locates
the Pectoral muscle's border. With the Least Squares Error
method, the initial arbitrary limits are smoothed out. The
success percentage of the suggested strategy is 96%.

Wavelets based Pectoral muscle masking strategy is
proposed by M. Mughal et. al [4]. In which the Pectoral
border line is found by using two-dimensional multilevel
wavelets. The approach has a success rate of 76.63%, with
14.59% of results considered good and 7.76% considered
poor. However, the suggested solution is only partly
automated.

The Pectoral covering approach is proposed by Saeid
Asgari Taghanaki et al. [5] using the area-developing
strategy and the Shape principles. The separation of the
Pectoral muscle is accomplished using a method based on
geometrical principles. It doesn't matter whether your pecs
are large or rounded for this technique. Finding the Pectoral
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muscle's edge is necessary for segmentation, but if the
texture is too complicated for edge detection techniques
based on colour and brightness, this may be challenging.
This approach is based on geometric principles, so it would
work with a variety of Pectoral muscle shapes. The Pectoral
area is located using a modified region development
approach with automated seed finding, which allows for a
broad range of muscle forms and orientations. It succeeded
in delivering precise results in 67% cases, acceptable results
in 22% of the cases and 10% of instances are inappropriate.

Samuel Rahimeto and colleagues [6] employed Ostu's
multi-thresholding to locate the bright area that corresponds
to the observed Pectoral muscle. This is accomplished by
determining the ideal threshold value. Overall, Pectoral
muscle area is detected accurately in 93.36 percent of the
cases.

The Bounding Box method isdeveloped by Enas
Mohammed Hussein Saeed and colleagues [7] based on
Region Growing technique with the aim of accurately
localising the Pectoral muscle. To solve the problem of
Pectoral muscle masking, this study employs a practical
solution that combines the Bounding Box (BB) and Region
expanding procedures. In this research, pre-processing the
mammography pictures is done in two steps. Using a
medium filter and a threshold binary picture, first the label
and noise are removed. To enhance outcomes while
depleting Pectoral muscles, the second phase is combining
the bounding box and region growth processes into a unified
system.

Pascal Vagssa and his associates proposed a Hough
transform-based method to localise the Pectoral muscle [8].
The researcher's conclusions had a 93.8% accuracy rate and
a 6.2% error rate. One of the few limitations of this strategy
is that the 512x512 pixel region of interest exercised in the
upper left corner of the mammography may not be ideal for
all Mammogram images.

A strategy for masking Pectoral tissue in mammograms
has been developed by G Vaira Suganthi et al. [9], J Sutha,
M Parvathy, and C Durga Devi by employing active contour
and grey level thresholding methods to define the border
between Pectoral and breast tissue. The proposed method
accuracy is 92.55 percent. The maximum intensity of each
line is used in the suggested approach for determining
Pectoral boundaries, which may work for certain images
only.

I11. PROPOSED SYSTEM

The Pectoral muscle can be seen in MLO Mammogram.
The issue with Pectoral muscle is that it has comparable
qualities as Mass. As a result, the computer aided diagnosis
system could detect the Pectoral region, or a portion of it as
a Mass. So, in a computer-aided diagnosis system, it is
always recommended to cover the Pectoral region before
testing for breast tumours to avoid false positives. In the
proposed system, the MSER based approach is used to
locate the Pectoral muscle regions. Fig. 4 shows proposed
procedure to locate and mask the Pectoral muscle. Cropping
the huge image contour to remove artefacts from original
MLO Mammogram is the first step in the procedure. In step
2, the resultant Mammogram orientation is set to the right.
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The Pectoral area is located, pruned and covered in the third
phase of the recommended technique. All phases are
detailed in subsections.

15 ooy Right Orientation
MLO = biggest entity | - tanl
of an Image
METAgTR extraction 9
'
Detect b .
Pectoral etection 0
- Gomires Pectoral block in
muscle « Pectoral block
= Mammogram with
removed block pruning
Mammogram Masking with MSER based
Triangle approach

Figure 4. Top level diagram of proposed system

(a) (b)

Figure 5. (a) Initial Image (b) Trimmed Image

A.Mammogram Biggest Entity Extraction

Extra black margins and artefacts such as labels would be
present in the original MLO Mammogram. The original
Mammogram must be cleaned of these artefacts and extra
black margins so that the resulting Mammogram is free of
artefacts and contain the exact Mammogram part, resulting
in faster processing.

The Mammogram biggest entity extraction procedure
extracts largest object from the original Mammogram. This
is achieved in two steps. Firstly, the Cropping process crops
out the breast region in accordance with the Otsu’s [10]
method. The threshold is in accordance with the Otsu’s
method. The limit value follows the Otsu formula. Ostu's
global thresholding technique finds the threshold by
reducing the weighted variance within the class. The image's
histogram is analysed, and the components are ranked by
minimising the variation between them. Once the cut-off for
an Otsu has been determined, morphological techniques like
morphology close and open operations are used to filter out
insignificant details and partition the breast area from the
rest of the body. Cropping of an example MLO
Mammogram result is shown in the figure 5.. Detailed steps
for extracting largest Object from MLO Mammogram is
described in the following algorithm 1.

Algorithm 1: LargestObjectExtraction(Image)
Step 1. Filter the image using a Gaussian filter to get
rid of the fuzziness.
Step 2. Utilize Otsu's and morphological techniques to
identify the greatest contour.
Step 3. Find the perimeter of the biggest rectangle.
Step 4: Use the rectangle drawn in Step 3 to crop the image.
Step 5: Return the altered Image.
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The Pectoral region-part will be situated in the top left or
right corner of the retrieved biggest picture once the largest
object has been extracted from the original mammography.
The next step in finding the Pectoral area is to rotate the
extracted Mammogram to the right. As a result, before
applying the Pectoral muscle region identification technique,
all left-oriented images are rotated to the right. The total
intensity of the top left and top right corners of cropped
Mammogram is computed and compared to ensure that the
cropped mammography is oriented correctly. The cropped
mammogram has to be reoriented if the overall intensity of
the left top-left corner is lesser than that of the right top-
right corner. In such a case, a horizontal mirror image is
created from the cropped picture to get the right oriented
image. Algorithm 2 shows the steps involved in the setting
of orientation.

Algorithm 2: ImageRigthOrientation(Largeobjectimage)
stepl.Set ImageHeight, ImageWidth =
Largeobjectimage.shape
step 2. Set BoxHeight equal to 10% of ImageHeight
step 3. Set BoxWidth equal to 10% of ImageWidth
step 4. Set leftcornersum=0
step 5. Set rightcornersum=0
step 6. Determine the average brightness of the image's
top left corner
6.1. For m=0 to BoxHeight
6.1.1. For n=0 to BoxWidth
compute ltcornersum=ltcornersum+
TrimmedImage(m, n)
6.2. leftcornermean= leftcornersum/ (BoxHeight
* BoxWidth)
step 7. Determine the average brightness of the image's
top right corner
7 1. For m= 0 to BoxHeight
7.1.1. For n=ImageWidth - BoxWidth to
ImageWidth
Compute rightcornersum=rightcornersum+
largeobjectimage(M , N)
7.2. rightcorrnermean= rightcornersum/
(BoxHeight * BoxWidth)
step 8. if leftcornermean < rightcornermean
Determine Mirror image of Largeobjectimage
8.1. For m= 0 to BoxHeight
8.1.1. For n=0 to BoxWidth
MirredImage (m, width - n) =
Largeobjectimage (M, N)
step 9. Return Mirredimage

Sample output of right orientation process is shown in the
Fig. 6

(a) (b)
Figure 6. (a) Left-oriented MLO Mammogram (b) After right Orientation
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(a) (c)
Figure 7. (a) Input Image (b) both MSER" & MSER* outcomes for the Input
Image shown (a) (C )Only MSER+ outcomes with a smaller number of

thresholds

C.Detection of Pectoral Muscle with MSER Technique

Once the raw Mediolateral Obligue Mammogram data
has been processed, the resulting picture is clean, properly
cropped, and orientated to the right. Here, we present a
Maximally — Stable Extremal Region (MSER)-based
technique for identifying Pectoral muscle regions in pre-
processed pictures.

A new approach based on the Maximally Stable Extremal
Regions (MSER) technology is created and developed to
locate the Pectoral muscle.  This system is developed
specifically for identifying the Pectoral region. The
innovative method consists of two main stages.

The first step, known as adaptive MSER, involves making
adjustments to the current MSER, and the second, detecting
the greatest Pectoral area based on the first step's output, is
known as the detection stage.

In the first stage, the fundamental MSER method [11]
finds a set of stable connected components throughout the
whole range of grayscale values from 0 to 255, inclusive. In
the process, every intermediate step involves thresholding
the image to produce a series of monochrome photographs.
A single extreme feature will be all white, while the other
will be entirely in black color.

Black-to-white (MSER-) and white-to-black (MSER+)
MSER operations create redundantly coupled components.
A more detailed example is shown in Fig.7. above. The
polygon in each line of Fig. 7(b) represents the MSER stable
linked components.

Adaptive MSER is a kind of MSER that is optimised to
find stable related components and eliminate duplicates
more quickly. Instead of handling the whole grayscale
range, the adaptive MSER just deals with the range from
white to black (MSER+) (MSER) with. The improved
MSER version produced the results seen in Fig.7(c) when
fed the data from Fig.7(a). Eleven threshold values are used
here to classify related parts. By default, we set the threshold
for Pectoral muscle intensity at 50 relative to the value of
the observation. However, the number of grayscale levels
varies according to an image's average intensity. If a
Mammogram's typical intensity is 110, for instance, the
lowest acceptable intensity would be 90 (110 minus 20). To
account for MSER zones whose values are always within 20
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of the mean, we subtract the mean from the MSER value.
Using these threshold values, we can analyse data and
extract stable linked components from a reduced set of
images, as compared to standard MSER. The streamlined
MSER only generates necessary images without producing
duplicates. Using the height of the calculated region, these
images are further filtered to retain just the Pectoral region.
The Pectoral area is what you'll find in the top left corner.
Since the maximum height of the Pectoral region is equal to
the maximum height of the Image minus 150, the height of
the top left corner of the calculated Pectoral area must be
less than the height of the image minus 100.

Algorithm 3: PectoralMSER (RightOrientedImagee)
step 1. set ImageeHeight, ImageeWidth <
RightOrientedlmagee.shape
step 2. This step is to find linked regions from intensity thresh
=255 to MI-20, where Ml is the average intensity of the upper-
left corner of the clipped Mammogram Image
2.1. For Thresh=255 to MI1-20
2.1.1. For m=0 to ImageeHeight
For n=0 to ImageWidth
if RightOrientedimagee [m, n]<=Thres
if RightOrientedImagee [m, n] is a
CRegionlmagee Neighbour
CRegionlmagee [m, n] =
RightOrientedImagee [m, n]
2.2. Attach linked regions found in
CRegionlmagee to the component tree
step 3. From the linked component tree, select only linked
components which are related to Pectoral region
step 4. Calculate Variation for regions selected
according to the previous step
4.1. VariationThreshold =( Aréarhreshold-+a - Areathreshold-a)/
Areathreshold
4.2. Attach computed VariationThresh to
Variation_Listt along with the corresponding
connected region information
step 5. Choose connected components with local minimum
from the Variation_Listt
5.1. PectoralRgns={r |r €Variation_listt & it is the
local minimum}
step 6. Choose the largest connected component from the
Vairation_Listt and take it as a
PectoralRegion
6.1. PectoralRgnArea=0
6.2. PectoralRgn= -1
6.3. For Rgn in PectoralRgns
6.3.1. if Area(Rgn )> PectoralRgnArea
PectoralRgnArea=Area (Rgn)
PectoralRgn = Rgn
step 7. Prune the PectoralRgn with width-height triangle
step 8. Return PectoralRgn

Second-stage processing involves filtering all related areas
detected in stage one down to only those in the Pectoral
region. The Pectoral region is then found to include the most
interconnected areas.
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The algorithm 3 gives steps involved in adaptive MSER-
based methods to identify the Pectoral area. Step 2 of this
algorithm finds every linked component in a given MLO
Mammogram. At step 3, connected components associated
with the pectoral muscle are filtered. The variation for each
threshold is determined in step 4 and only components with
a local minimum are chosen. The component with the
greatest area is chosen as the pectoral muscle region from
the filtered list of components. The chosen largest area
component is then trimmed and masked. Fig. 8 shows output
of a sample MLO Mammogram.

Black Mas
of located
Pectoral
muscle with
proposed
approach

Black
Mask of
Pectoral
muscle

&
) |

(©)

!
-
(b)

(a)
Figure 8. (a) Pre-processed Image, (b) Black mask of Pectoral tissue ground
truth (c) Black mask of Pectoral tissue computed by MSER Based
technique

Key aspects of MSER are maximum area variation,
minimum area and maximum area. To ensure that only very
small regions are rejected by the adaptive MSER, the
minimum area to exclude is set to fifty, while the maximum
area at discard is set to. This maximum area function would
be helpful in cases when MSER specifies the whole Breast
as the region. The Max Area variation has been essential
since it determines the maximum intensity fluctuation
between extreme places. Dimensions of stable regions are
unchanging across a broad range of delta () thresholds.
Standard values for delta () are 0.1 and 1.0. The MaxArea
variation feature is applied to one of the values determined
via experimental research [0.25,0.5, 0.75].

The following are the detailed steps for determining
Pectoral regions based on Maxarea variation.

1. First, count filtered regions with Maxarea variation
0.25. if filtered regions are discovered. Use Filtered
Regions. Otherwise proceed.

2. Count filtered areas with Maxarea variation 0.5. If
higher than zero, follow the filtered regions;
otherwise, continue.

3. Step Third, counts filtered areas with Maxarea
variation 0.75.

If count>0, utilise filtered regions; otherwise, move to
the next step.

4. No regions are considered if all stages have zero
regions.
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Fig. 9 shows MaxArea changes cases.

Figure 9. MSER regions with (a) change of 0.75 (b) change of 0.5 (c)
change of 0.25

One problem with the direct MSER based approach is that
if any Mass region is very adjacent to the Pectoral region,
and then it includes that Mass part also as the part of the
computed Pectoral region. The following figure shows the

concerned sample.

(@) (b) (©
Figure 10. (a) input Image (b)Actual Pectoral (white mask) (c) Computed
Pectoral with MSER based approach(white)

This problem is resolved by pruning the detected Pectoral
region using the Pectoral width-height triangle. Here,
Pectoral width and height of detected Pectoral region is
computed. Using this data, a triangle is constructed and
pruned. The detected Pectoral region for the sample given in
the above figure after pruning and corresponding
Mammogram with Pectoral region mask is shown below.

Figure 11. (a) Detected pectoral part before trimming(white) (b) Pectoral
region after trimming(white mask)

The MSER-based technique is very effective at detecting
the Pectoral area. It is able to identify the pectoral area,
which may be of varying shapes.

IV. PERFORMANCE METRICS AND RESULTS ANALYSIS

The recommended technique is validated using the Mini-
MIAS database. There are 322 MLO Mammography images
overall in this database. The database's mammogram IDs are
mdb001, mdb002, through mdb322. While some Pectorals
are parabolic in shape, the majority are triangular.
According to the background tissue, there are three different
kinds of images in Mini-MIAS: fatty, fatty-glandular, and
dense-glandular. In dense tissue, Pectoral muscle detection
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is difficult. Every picture captured by Mini-MIAS is
analysed. Classification performance is evaluated using a Bar diagram of Mini-MIAS
variety of metrics, including Global Pixel Accuracy (GPA), Pectoral masking analysis
Following is the formula used.

GPA = (TP +TN) /(TP+FP+TN+FN) 300 275
Pectoral regions (both detected and ground-truth) were 250
used in the assessment of performance. The FP value
indicates the total number of Pectoral area pixel assignments 200
that should have been made to the background but were
instead made to the foreground, whereas the FN value 150
indicates the total number of background pixel assignments
made to the Pectoral area. In this scenario, TP is the 100
aggregate of all reliable forecasts for pectoral muscle pels.
The TN value is the estimated total number of non-Pectoral 50 35
pels with correct classifications. . 12
In 275 pictures, the system found Pectoral muscle area 0 [
with an accuracy score > 97% or above, which is deemed Well Acceptable Bad

accurately segmented. There are 32 pictures where
computed Pectoral area accuracy is nearly good that were
declared as acceptable since the false positives and false Figure 12. Mini-MIAS Pectoral masking analysis
negative rates were less than four percent. In 12 photos,
Pectoral area finding is incorrect. So, the total number of
instances with good Pectoral area finding is 307 (275 + 32).

segmented

Mini-MIAS Pectoral masking

In the three photos, there is no pectoral muscle. So, the total comparitive a_naIySIS with existing
number of images where Pectoral detected and covered literature
correctly are 310. The mean values of the metric measures 100.00 96.200
of the 298 Images is 99.128 +0.654. The Pectoral masking 9o 336922 389255
analysis summary of Mini-MIAS is shown in Fig.12. The 90.00 87-°785.39
accuracy achieved is (310/322) 96.2% which is a good
improvement over many surveyed approaches. The > 8000
suggested method is compared to the current literature in the € 2000
table below. There is evidence that the suggested approach §
is an improvement above the state-of-the -art. ©  60.00
TABLE. =
COMPARATIVE ANALYSIS OF PROPOSED APPROACH WITH EXISTING E 50.00
LITERATURE TO DETECT AND COVER THE PECTORAL MUSCLE. 8
Comparitive analysis of proosed method accuracy with existing literature oo 40.00
Author  [Methodology| % of Images accuratly segmented, acceptable and E
used unacceptable cases " 30.00
Accuratly |Acceptable|Unacceptable |Overall accuracy ©
segmented|Cases % |cases % acchieved(accura S 20.00
cases % te+ acceptable) “© '
-
(@)
S. Marijeta |K-Means and 68.32 19.25 12.42 87.57 g 1000
etal Cubic (&)
polynomial o 0.00
M. Mughal et|Wavelet- 77.63 14.59 7.76 85.39 > N - NN -
al. based ,bjb\" \Q’,‘/b rz,“/b é‘® é& Q,“’b .\é‘ QOL’Q/
approach RV M G S -CO S
N 0 K2 & Q& R
Saeid Asgari |Geometry |67 exact 5 10 90 @’b NS ,SQ\ . \<<,\> \Q ‘7\5%
Taghanaki  |rule-based ~ |+18 95 Q v.‘vq" é‘z‘ Q\\ & Q@
approach Optimal Q',\b 6\0 *oo P 04'5
Samuel Ostu’s muti- | notgiven| notgiven | not given 93.36 P P Q)fz,‘z’
Rahimeto et |thresholding 000
al. &Oo
Woong Bae |Hough not given|not given  |not given 922
Yoon, Ji Eun |Transform
Oh et al. Authors
Pascal Hough not given 93.8 6.2 93.8
Vagssa et al. | Transform Figure 13. Bar diagram of comparative analysis of proposed approach for
G Vaira Intensity not given| not given not given 9255 detection and covering of Pectoral muscle with existing literature.
Suganthi et |Thresholding
;'- . a0 1080 2500 56200 The Fig.13 clearly shows us that the proposed approach
TR annacted ' ' ' ' can detect and cover the Pectoral muscle region with very

good accuracy.
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V. CONCLUSIONS

In this work, the design and development of new
techniques to identify and cover Pectoral muscle is explored.
The suggested solution outperformed the state-of-the-art
methods in about 96.2% of Mini-MIAS cases, leading to
favourable findings. The proposed approach cannot detect
Pectoral region if the Mammogram is dense, so, it can be
extended to detect the Pectoral regions in dense
Mammograms also.
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Abstract: Televisions used to be a household necessity. It's
now little more than a fixture taking up space. TV viewing has
become far too common. We have to pay for a slew of channels,
just to get repeat episodes, stale content, and obnoxious
advertising in between. By 2023, 34.9 million American
households are predicted to terminate their cable contracts.
The desire for content is voracious during the lockdown.
Binge-watching was a weekend activity before the coronavirus
took over the country. However, with the introduction of
multiple digital channels, binge-watching has become the new
norm. Video live streaming applications have undeniably
altered the television industry and are in high demand in the
market. This project proposes an Ott platform for the ui/ux.

Index terms: Firebase, stripe payment, react js, design,
authentication.

|. INTRODUCTION

With improved networks, better internet access, and
mobile devices capable of multimedia services, Indian
subscribers are becoming more and more prevalent on
over-the-top (OTT) platforms. The growth of new
subscribers coming from Tier | and Tier Il cities is
responsible for this increase in OTT consumption in India.

All media and entertainment outlets' focus. Numerous
media and entertainment outlets have started their own
platforms or are attempting to work with other platforms to
stream their content in response to the growing demand. In
India, the OTT market is anticipated to grow significantly
during the next five years. Disney+ Hot star, Amazon Prime
Video, and Netflix currently have the largest user bases for
over-the-top services in India. However, there are a number
of local OTTs supported by production houses. With
improved networks, better internet access, and mobile
devices capable of multimedia services, Indian subscribers
are becoming more and more prevalent on over-the-top
(OTT) platforms. The growth of new subscribers coming
from Tier | and Tier Il cities is responsible for this increase
in OTT consumption in India.

Such as Sony LIV, Voot , Zee5, Eros Now, and AL Balaji,
which are vying for market share against these big
competitors globally. People have stayed at home as a result
of the COVID-19 pandemic and the ensuing lockdown,
increasing the number of subscribers for these OTT
platforms. Additionally, since the lockdown caused by the
coronavirus hampered the theatrical experience, producers
are moving new releases to OTT platforms. With improved

networks, better internet access, and mobile devices capable
of multimedia services, Indian subscribers are becoming
more and more prevalent on over-the-top (OTT) platforms.
The growth of new subscribers coming from Tier | and Tier
Il cities is responsible for this increase in OTT consumption
in India [2].

A digital media service that is given directly to audiences
over the Internet is known as an OTT (over-the-top) media
platform. OTT avoids the businesses that formerly acted as a
controller or distributor of this content, including cable,
radio, and satellite television channels. It has also been
applied to cell phones with no carriers, who charge for all
communications as data in order to prevent monopolistic
competition. Another term for OTT is a new breed of
contemporary television networks that, like traditional
satellite or cable TV providers, deliver live broadcasts of
linear specialty channels over the open Internet as opposed
to a closed, exclusive network of private network of
proprietary equipment like setup box.

Over-the-top (OTT) is the video content that is provided
over all types of devices which include the traditional closed
TVs. When using OTT, customers don’t want to pay a TV
cable organization to watch content, as most of it is
accessible via the internet. With improved networks, better
internet access, and mobile devices capable of multimedia
services, Indian subscribers are becoming more and more
prevalent on over-the-top (OTT) platforms. The growth of
new subscribers coming from Tier | and Tier Il cities is
responsible for this increase in OTT consumption in India
[1].

Almost all industries have been adversely impacted by the
COVID-19 epidemic in various ways. During these times,
the OTT platforms have gone through changes and advanced
to the next stage. The use of has increased across all age
groups, not just among young people. worldwide
entertainment has been satisfied through these platforms
which made the OTT wider acceptance.

The mechanism through which internet users watch
content like as films and web series directly is known as the
Ott platform. The purpose of this platform is to create a
web-based interface for the OTT streaming website. This
website will be simple to use, making it enjoyable for
consumers to watch.

The main objectives of this website are to create an
intuitive web interface that allows users to search for films,
read a detailed description of the film, and watch the film.
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Il. LITERATURE SURVEY

The proliferation of internet-enabled digital devices that
can support digitized information has led to an increase in
the consumption of digital content internationally, according
to the Deloitte research "Digital Media: Rise of on-demand
Content." This tendency is visible in India on a variety of
channels, including audio, visual, news, music, etc. It states
that an Indian teenager, on

The average person devotes 14% of their time and over
17% of their monthly budget to entertainment. An internet
user in India consumes 6.2 hours of content on a daily
average, with 21% of that time going towards audio-visual
entertainment. a change in consumer behavior about a
preference for OTT material and convenient access to huge
libraries
Manoj Kumar Patel (2020): According to the findings, OTT
platforms are evolving and have a significant advantage over
traditional entertainment channels. The study claims that the
rise of OTT will undoubtedly increase in 8 India due to its
cost effectiveness and continual development of content
richness, based on an online survey with 95 percent of the
primary stakeholders aged 20 to 40 years. Finally, the author
believes that the rapid rise of streaming media in India is
due to the freedom it offers customers to access information
at any time, regardless of location.

Prof. Ripal Madhani and Dr. Vidya Nakhate (2020): The
study compares viewing behavior across traditional
television channels and over-the-top video platforms in
Maharashtra. The article examines the behavioral
characteristics of traditional and OTT viewers for a total of
110 persons utilizing a structured questionnaire. In
conclusion, the survey find that consumers prefer OTT
platforms to traditional television channels because they
offer greater convenience in terms of time and locate lower
data costs, and instant access to high-quality content.

Meghan McAdams (2019): “Understanding the Modern
Media Streaming Landscape: What is OTT.” Due to their
involvement with so many channels, % of OTT users are
experiencing "subscription fatigue." It was also observed
that the potential for comparable specialist offers would not
be affected by the emergence of expansive platforms like
Disney Plus.

2019: Brett Hutchins According to him, the growth of
media sort websites and the market for coverage rights will
be disrupted by live streaming services. Tensent Amazon
Prime Video, and DAZN are establishing new standards for
the availability and curation of sports media, emphasizing a
significant change in the media platforms that broadcast live
content as well as the global market for sports broadcast
rights.

P Singh (2019): P Singh's study, "New Media as a Change
Agent of Indian Television and Film: A Study of
Over-the-Top Platforms,” examines how these new digital
platforms are influencing Indian television and film as well
as how young people use them to view videos.

According to study, young people enjoy viewing OTT web
series and films. The typical OTT watcher watches for two
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hours, with midnight viewing being the most common.
Young people choose over-the-top (OTT) over traditional
television due to the service's accessibility to international
programming.

Paramveer Singh (2019): According to 2019 research, Jio,
Netflix, and Hot star are the most widely used services
among young people in India. Youth are more likely to use
these sites' free trials, watch at night, and favor web series
over films. Over-the-top applications, according to the
respondents, are altering Indian media consumption
practices.

Drs. Priya Grover and Sabyasachi Dasgupta (2019):
According to the study "UNDERSTANDING ADOPTION
FACTORS OF OVER-THE-TOP VIDEO SERVICES
AMONG MILLENNIUM CONSUMERS," Indian viewers
are lured to OTT content and are willing to pay for simple,
limitless access to content that is not time- or
location-restricted. It again highlights the unfavorable
correlation between OTT's pricing strategy and its level of
popularity. In addition to their viewing habits and media
choices, another aspect that makes it tough for Indian
viewers to choose is data consumption.

Valliappan Raju and Muhammad Farooq (2019): the report
demonstrates how OTT services have an impact on telecom
companies in the era of transformational marketing. This
paper focuses on how the emergence of Over-the-Top (OTT)
services like WhatsApp, Messenger, and Telegram, which
offer many new features like sharing pictures, videos, file
transferring, video calling, group conversations, and so on,
has caused a revenue loss for telecom's traditional voice and
information sectors. According to the survey, customers are
purchasing fixed internet contracts and using OTT for
communication, which is reducing the revenue generated by
voice and SMS for telecom providers. The analysis found
that, on the plus side, OTT services had previously been the
primary reason for income decreases.

I11. IMPLEMENTATION

1. For creating a website where we are using a backend as
Firebase, so we need to create an account in firebase.

2. For design purpose we are using react JS for the better
user experience while using the website

3. To implement Firebase Authentication in your React]S
app so that users can login and register. Firebase
provides. Various authentication methods, including
email/password authentication, google and other
sign-ins.

4. We are using a fire store for storing our data. It is best in
the business, by this we can easily retrieve and store
data.

5. When you’re creating an Ott platform the biggest
concern is payment mode it should be more secured so,
we are using one of the best payment gateway
applications know as stripe payment method [3].

6. We are using video.js or hls.js to implement the
streaming functionality. You can store video files in
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Firebase Storage and use the streaming libraries to play
the videos on the platform.

7.  For testing we are using postman for some api testing
and  basic user interface testing we are just doing
manual testing for this project.

VI. RESULTS

Sign up page: Figure 1: This page is used for user to sign
up to the application, we are using email id as user identity
for Login after the giving the mail user will verify it and
verify it and add other personal details.

Unlimited files, TV programs and more.

1ty myete o mm ay Tree

Bty mra BT o eread sl prm

R

Figure 1. Sign up page.

Sign in page: Figure 2: This page is used for user to login
to the platform and use the website, could be able to login
and if we not signed up there is a option for it, once click
Login it will check in database whether the user exist if
not will throw an error.

Figure 2. Sign in page

Home page: Figure 3: After the login we will reach the
home page, here we display all the movie/Tv series.

Poster will be displayed we are fetching these details from
firebase DB, depending upon user selection user can watch
the movie/series, after clicking on a movie /tv series user
will redirect the streaming page.

When you click on any of the movie/series you will
redirect to description page of the movie, if you click on
play button.

You will reach the stream page where user could watch the
movie/tv series.
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We use row module so that users could scroll movies from
home page.
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Figure 3. Home page

Sign out: Figure 4: from the page and edit the details and
user as other facility of shifting the profiles to other profiles
here you can choose your payment mode there are total three
kind of payment modes here depending which ever you
choose you will redirect to payment link where you could
enter your details of your credit/debit card and also you can
could able to sign out from this page after clicking on sign
out page
You can change your profile photo if you want to form your
computer by browsing the pic, but the pic should be at
limited in size.

Edit Profile
b

Figure 4. Sign out page.

Payment page: Figure 5: This the page where user will
enter his/her credit card details for payment process as we
are using payment process it will redirect stripe payment
page here is sample of the payment page.

stripe
3 ——

2 Checkout ——_' -
- = [ — ]

Figure 5. Payment page
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V. CONCLUSIONS

React JS is a popular and widely-used JavaScript library
for building user interfaces, and it is well-suited for building
complex web applications such as OTT platforms. An OTT
platform built with React JS can offer a seamless user
experience, with fast loading times and intuitive navigation.
To ensure the success of the project, it is important to
carefully plan the architecture and design of the platform, as
well as to thoroughly test and optimize the performance of
the application. Overall, building an OTT platform using
React JS can be a challenging and rewarding project that
requires a combination of technical skills and creativity.

Growing demand [4] for online video content: With the
increasing popularity of video streaming services and the
rise of mobile devices, the demand for online video content
is expected to continue to grow. Improved user experience:
OTT platforms using React JS can offer a seamless user
experience, with fast loading times and intuitive navigation,
which is essential for engaging and retaining users. Ongoing
development and innovation: The React JS community is
constantly developing new features and tools to improve the
performance, scalability, and functionality of the library,
which means that OTT platforms built with React JS can
benefit from ongoing development and innovation.

React.js has proven to be a great option for creating OTT
(Over-The-Top) systems, in  conclusion. React.js's
component-based architecture, which is effective and
modular, has a number of benefits that make it a good
choice for creating OTT platforms that are both reliable and
user-friendly.

First of all, React.js offers a high level of maintainability
and reusability. Developers can more quickly and easily
handle updates and modifications by decomposing the user
interface into reusable components. Teams can work
efficiently together because of its modularity, with many
developers working on various components at the same
time.

Second, React.js provides outstanding performance. Faster
page loads and better user experiences are made possible by
its virtual DOM (Document Object Model), which enables
efficient rendering by ensuring that only the required
components are updated when changes are made.

This is vital for OTT platforms because they transmit a lot
of media content and need to ensure seamless playback.

Redux or React Router are only two examples of the
numerous modules and tools in the extensive React.js
ecosystem that improve development possibilities.
Developers can design complex features like user
authentication, personalized recommendations, and content
management systems using these technologies, which offer
state management, routing, and other crucial functionalities.

Additionally, the React.js community offers fantastic help.
Developers can discover a wide range of online resources,
tutorials, and forums thanks to the huge and active
community. React.js is kept current with the newest ideas
and best practices thanks to this active community, which
encourages the development of OTT platforms.
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In conclusion, React.js provides a great foundation for
creating OTT platforms, offering performance, reusability, a
wide range of tools, and strong community support. By
utilizing these benefits, developers may produce interactive
features, responsive and engaging user interfaces, and
effective content delivery systems, all of which contribute to
an outstanding user experience in the realm of online
streaming.

React.js-based OTT platforms have a bright future because
of the evolving and growing need for online streaming
services. Here are some crucial aspects for advancement and
development:

React.js can be used by OTT platforms to give more
personalized content recommendations based on user
preferences, watching history, and behavior. React.js can be
combined with machine learning and Al algorithms to
deliver more accurate and pertinent suggestions, increasing
user engagement and retention.

Advanced Search and Filtering: React.js can be used to
create advanced search and filter options that make it simple
for users to locate and discover content based on different
factors like genre, language, actors, or release dates. The
user experience can be further improved by implementing
sophisticated search features, such as voice search or
predictive search.

React.js may continue to develop to optimize efficiency
and scalability for massive OTT platforms, which brings us
to point three. The framework can take advantage of
technologies like static site generation or server-side
rendering (SSR) to speed up initial page loads and overall
performance. React.js may also easily adjust to handle
growing user traffic and content catalogue growth.

Seamless Multi-Platform Experience: React.js makes it
possible to create user interfaces that are responsive and can
change fluidly to fit different devices and screen sizes. OTT
platforms can employ React.js to create a uniform and
understandable user experience across many platforms as
mobile devices, smart TVs, and other connected devices
become more prevalent.

Integration with Emerging Technologies: To improve the
OTT platform experience, React.js may integrate with
emerging technologies. Immersive viewing experiences can
be provided, for instance, by incorporating virtual reality
(VR) or augmented reality (AR) capabilities.
\Voice-controlled playback and navigation can be made
possible by integration with voice assistants or smart home
gadgets.

Accessibility and Inclusivity: React.js offers outstanding
assistance with creating inclusive and accessible online
applications. OTT platforms can concentrate on enhancing
accessibility features like keyboard shortcuts, audio
descriptions, and closed captioning.
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Abstract: COVID-19 has made a significant impact on
temperature measurement of the human body for primary
diagnosis of COVID. Non-contact temperature detection using
MLX90614 sensor has been widely used in practice to avoid
spread of diseases due to the contact. The thermal gun used to
measure temperature is required to be operated by operating
personnel. In this paper an automated non-contact temperature
detection system is developed and tested. The paper also
includes sending the temperature data with a timestamp. The kit
developed for the measurement of temperature includes height
adjustment mechanism and buzzer alert to indicate higher
temperature and make surrounding people know about it. The
project proposed in the paper has been developed as a kit with a
stand and wheels for easy porting. The project is funded by
NexGen IEDC.

Index Terms: MLX90614 sensor, non-contact temperature
detection, Ultrasound sensor.

I. INTRODUCTION

With the outbreak of COVID across the world, it became
the primary diagnosis of temperature in public places like
educational institutes, shopping malls and including
workplaces. The general mechanism of measuring the
temperature is, by using a thermal gun for which operating is
mandatory which puts the operating person at high risk of
spread of the disease. To avoid manual intervention in
measuring the temperature, an automated non-contact
temperature detection kit is prepared with a high reliability
and precision measurement. The device is designed with
better user experience and calibrated with consideration of
real time temperature measurement.

A. Temperature measurements

The human body temperature measurement is done by
placing the thermometer probe under the tongue in the mouth
and holding it for three minutes till the beep from the device.
Rectal thermometers are used for infant babies to measure the
temperature as it is difficult to make the babies hold the
thermometer for a longer time. Color changing plastic strips
are available to measure the temperature and it is not highly
accurate [1].

Temperature measurement became the greatest concern for
primary diagnosis.

Il. PROPOSED SYSTEM

Due to the advent of various non-contact temperature
detection products are available in the market with decent
accuracy but it requires manual intervention. The product
proposed, designed and developed does not need human
presence to measure the temperature.

A. Literature Survey

Giovanni Battista Dell isola, Elena Cosentini , Laura

Canale , Giorgio Ficco and Marco Dell” Isola, MDPI, 2021,
To address this issue, researchers have developed an
uncertainty evaluation and screening decision rule to guide
the use of non-contact temperature measurement devices.
This rule considers the uncertainty associated with the
measurement, as well as the prevalence of COVID-19 in the
population being screened [2]. It recommends a screening
decision based on a combination of the measured temperature
and the estimated uncertainty of the measurement.
In addition to this decision rule, it is important to use non-
contact temperature measurement devices in conjunction
with other measures, such as symptom screening and social
distancing, to prevent the spread of COVID-19. These
devices should also be regularly calibrated and maintained to
ensure accurate and reliable measurements.

Overall, non-contact body temperature measurement can be
a useful tool in preventing the spread of COVID-19, but it
should be used in conjunction with other measures and with
an understanding of its limitations and uncertainties. The
uncertainty evaluation and screening decision rule can help
guide the use of these devices in a way that maximizes their
effectiveness while minimizing the risk of false positives or
false negatives [3].

G Teran, J Torrez-Llanos, T E Teran-Miranda, C
Balderrama, N S Shah, P Villarroel, Child Care Health Dev.
2012 Jul, “Clinical accuracy of a non-contact infrared skin
thermometer in pediatric practice, to address this issue,
researchers have developed an uncertainty evaluation and
screening decision rule to guide the use of non-contact
temperature measurement devices. This rule considers the
uncertainty associated with the measurement, as well as the
prevalence of COVID-19 in the population being screened.
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It recommends a screening decision based on a combination
of the measured temperature and the estimated uncertainty of
the measurement [4].

In addition to this decision rule, it is important to use non-
contact temperature measurement devices in conjunction
with other measures, such as symptom screening and social
distancing, to prevent the spread of COVID-19. These
devices should also be regularly calibrated and maintained to
ensure accurate and reliable measurements.

Overall, non-contact body temperature measurement can be
a useful tool in preventing the spread of COVID-19, but it
should be used in conjunction with other measures and with
an understanding of its limitations and uncertainties. The
uncertainty evaluation and screening decision rule can help
guide the use of these devices in a way that maximizes their
effectiveness while minimizing the risk of false positives or
false negatives [5] .

A. Proposed System

The MLX90614 human body temperature sensor can
measure temperature using infrared technology by detecting
the obstacle at which temperature is to be measured. The
temperature sensor uses the output of an HCSR04 ultrasonic
sensor that detects the object or person whose temperature is
to be found. The LCD screen, which is a flat-panel display
[6], uses the light-modulating properties of liquid crystals
combined with polarizers in order to display characters
effectively on the screen to display messages such as “Please
Proceed”, “Calculating temperature, do not remove your
hand”, etc.

The Raspberry Pi 4 can be used to measure temperature
using the MLX90614 infrared thermometer sensor. This
sensor is a non-contact temperature measurement device that
uses infrared radiation to measure the temperature of an
object or surface without physically touching it [7].

To use the MLX90614 sensor with the Raspberry Pi 4, you
will need to connect it to the GPIO pins on the board. The
MLX90614 communicates using the 12C protocol, which is
supported by the Raspberry Pi. You will need to enable 12C
communication in the Raspberry Pi configuration settings and
install the necessary Python libraries for interfacing with the
sensor.

Once the sensor is connected and the software is set up,
you can use Python code to read the temperature
measurements from the MLX90614 sensor. The sensor can
measure temperatures ranging from -70°C to +380°C with an
accuracy of £0.5°C.

You can also use machine learning techniques to analyze
the temperature data collected by the sensor. For example,
you can train a machine learning model to detect anomalies
in the temperature readings, which could indicate a
malfunctioning system or a potential safety hazard.

Overall, the Raspberry Pi 4 and the MLX90614 sensor can
be used together to measure temperature and apply machine
learning techniques for advanced analysis. This can be useful
in a wide range of applications, such as industrial monitoring,
environmental sensing, and medical research.
in order to ensure that the concentric hollow rods stay in
place at various height levels [8].
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Power the Sensor using a regulated +5V through the VCC
and Ground pins of the sensor. The current consumed by the
sensor is less than 15mA and hence can be directly powered
by the on board 5V pins (If available). The Trigger and the
Echo pins are both 1/0 pins and hence they can be connected
to 1/O pins of the microcontroller.

To initiate the measurement process of the ultrasonic
distance sensor, the trigger pin must be set to a high state for
a duration of 10 microseconds before being turned off. This
action will generate an ultrasonic wave with a frequency of
40Hz from the transmitter.

Temperaturg Ultrasonic
sensor <= :D sensor
MLXS0614
Raspberry Pi 4
OLED <:
Screen LED
[ Green &Red

e,

Speaker [

Figure 1. Block diagram of proposed system

The receiver will then wait for the wave to bounce off an
object and return to the sensor. When the wave returns, it
causes the Echo pin to go high for a specific duration, which
is equivalent to the time taken for the wave to return to the
sensor after reflection. The microcontroller unit or micro
processing unit measures the duration during which the Echo
pin remains high, providing information on the time taken for
the wave to return [5]-[8]. This information is then used to
calculate the distance, as discussed in the preceding section.

Figure 1 presents the block diagram of the proposed
system's architecture, illustrating the controller, the
temperature sensor MLX90614, and the ultrasound sensor
acting as a distance sensor to detect obstacles in the path of
the infrared radiation. Figure 2 demonstrates the circuit
connections between the different components in the
proposed system. Finally, Figure 3 displays the product
schematic of the proposed automated non-contact system.

Obstacle sensor recognizes the obstacle or person’s entry
detects the temperature if the person puts his/her hand near to
the MLX90614 sensor and records the temperature. If the
temperature is greater than a preset value then it objects the
person’s entry into the place giving an alarm by raising a red
colored indication otherwise, it will allow the person into the
premises and is shown in flowchart in Figure. 4.
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Figure3. shows the structure and with a height adjustable
mechanism so that a customized height with reference to
children and adults height.
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Figure 4. Flowchart of operation of proposed system
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TABLEI.
MODULES /SENSORS USED IN THE PRODUCT
S.no Sensor/Module Model Operating Operating
Voltgae range
1. Infrared MLX90614 3Vto 5V -45°c  to
Temperature ESF-DCI 85°c 1
Sensor 20cm
2. Raspberry Pi 4 | Broadcom 5V 5V/2.5A
Model B BCM2711, DC power
Quad core input
3. LCD Display HD44780 5V 20x4 size
4. Obstacle Sensor | HC SR04 5V 2cm to
80cm
5. Speaker SR-887 5V AUX Line-
In speaker

TABLEIL. indicates the modules and sensors used in the
automated non-contact temperature detection system.

The MLX90614 is a non-contact infrared thermometer that
measures temperature. It contains both an IR-sensitive
thermopile detector chip and a signal conditioning ASIC
integrated into the same TO-39 can. The MLX90614 features
a low noise amplifier, a 17-bit ADC, and a powerful DSP unit,
enabling it to achieve high accuracy and resolution in
temperature measurement [9].

The HCSRO04 is an ultrasound sensor that can be used to
measure distances non-invasively. It operates by sending out
ultrasonic waves from the transmitter and detecting the waves
that bounce back to the receiver. The time taken for the wave
to travel to the object and back to the receiver is used to
calculate the distance between the sensor and the object [10].

The HCSRO04 has four pins: VCC, Trig, Echo, and GND.
The VCC pin is connected to a power supply, typically 5V.
The Trig pin is used to initiate the measurement process by
sending out a high pulse of at least 10 microseconds [6]. The
Echo pin is used to measure the time duration for which the
pin remains high, which corresponds to the time taken for the
wave to return. The GND pin is connected to ground.

A 16x4 LCD character display is a type of alphanumeric
display module that can show up to 16 characters per row and
4 rows of characters. These displays are commonly used in
various applications such as medical instruments, industrial
equipment, and consumer electronics [11].

The LCD display module typically consists of a controller
chip, a display driver, and a backlight. It can be interfaced
with a microcontroller or other electronic circuits through
various communication interfaces such as parallel or serial.
The display can be customized to show different fonts, sizes,
and styles of characters [6].

I11. MECHANICAL DESIGN

A. Casing for Components

The electronic components of the device are enclosed in a
21.5x22x22 cubic cm metal box. Device view and
dimensions are cited in Figure.7.

As shown in the image, the place at which a person is
required to show their hand is very clearly indicated through
yellow colored protrusion. Highlighting this area ensures that
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a person has no confusion whatsoever, regarding where they
should place their hand. Within the highlighted cylindrical
protrusion, obstacle sensor and IR temperature sensor are
present.

The inside of the metal enclosure is outfitted with
insulating fiberglass, which ensures that no short circuit
condition is possible.

The PCB is held in place within the casing through screws,
and a separate slot is created for the power source inside the
enclosure. Panel dimensions are shown in figure. Two slots,
one for power line-in/charging and other for battery
percentage indicator are present. System is operated
(ON/OFF) through a switch fitted in the back panel, through
a push button. The casing is painted with rust resistant, triple
coat blue paint for aesthetics and surface corrosion protection.

Figure.7. Mechanical Design

1V. METHODOLOGY

The automated non-contact temperature detection using
MLX90614 sensor is mentioned in the following steps.

1. When a person stands at the designated area in front of
the device, and shows his palm as instructed on the device
screen, the obstacle sensor detects the presence of a person.

2. The obstacle sensor triggers the high accuracy IR
temperature sensor to take a reading of the person’s body
temperature.

3. The temperature sensor takes multiple readings, and the
device averages out the readings to arrive at the exact and
accurate temperature of the person.

4. If the person’s body temperature is detected to be above
a pre-set temperature (100.4 F in this case), this means that
the person has a fever.

5. In this case, the device immediately displays a message
asking the person to stop, and a red bulb glow, signifying
abnormal temperature.

6. At the same time, a siren is heard along with a voice
message, to indicate to the people around that a potential
threat to health has been detected.
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7. However, if a person’s temperature is detected to be
within normal limits, then a message flashes on the screen,
advising him/her to proceed.

8. Along with the message, a green bulb lights up, and a
voice is heard asking the person to proceed.

9. Thus, our device is user friendly, as the user is directed
through both messages on the screen, as well as through green
and red-light bulbs in a visual and auditory manner.

10. This ensures that even illiterate people can use the
device with no difficulty.

The temperature is measured using a commercial thermal
gun and is compared with an automated non-contact
temperature device that is designed and developed at the
NewGen center at CVR College of Engineering. Table 1I.
compares the temperature measurement using both methods.
The temperature sensor of this device has been calibrated by
keeping a medical grade, high accuracy Intext non-contact-
based thermometer as reference.

Subject’s body temperature was measured using our device
first, and the standard thermometer next. The results are
tabulated as cited in TABLE Il. There is close to zero
variation between the temperature reading taken by our
device, and the medical grade thermometer. In a similar
manner, the obstacle sensor was also tested, and its readings
(in terms of distance of an object from the sensor) were found
to be accurate,

The sensor calibration process was carried out, to ensure
highly accurate readings at every instance.

TABLE Il
TEMPERATURE COMPARISON
S. MLX90614 High accuracy | Error value (F)
No. | Sensor (Observed) | Contact (Observed-
Temperature Thermometer Expected)
measured(F) based
Thermometer
(Expected)(F)
1. 96.8 96.7 0.1
2. 97.3 97.2 0.1
3. 96.4 97.0 -0.6
4 98.6 98.9 -0.3
5. 97.7 97.7 0
6. 96.9 96.6 -0.3

Figure 7. Temperature measurement comparison
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V. CONCLUSIONS

The need for a Non-Contact Temperature Detection
System in the present society where COVID-19 has become
a part of our life. The technology, working, circuit diagram as
well as the design of the device have been illustrated in detail.
The calibration of the temperature sensor, compared with
standard temperature sensor has been done, and it has been
found to be highly accurate. The mechanical design and
integrity of the device casing has been discussed to be
resilient. Thus, this device can provide a one stop Non-
Contact Temperature solution to be used in all public places.
Adding the features mentioned in the future scope section of
this document will extend the usability of the device even
further. Owing to the accuracy, easy-to-use, as well as the
time pertinent nature of our device, our project can be a useful
tool in the arsenal in the fight against COVID-19. Face mask
detection can be incorporated by implementing Machine
Learning algorithms.
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Abstract: This paper focuses on the switched-capacitor
converter configurations for a wide range of applications,
which have numerous stages which are designed for different
voltage levels. A single-phase switching capacitor multilevel
boost inverter topology configuration with fifteen levels is
discussed using fewer switches and a voltage boost gain. The
main goal of this work is to develop a 15L multilevel inverter
that can provide AC output voltage with minimal harmonic
distortion. The output THD decreases to zero as even the level
number approaches infinity.

Index Terms: Multilevel inverter (MLI), Cascaded H-bridge,
15 level inverter, reduced switches.

|. INTRODUCTION

The desire for more powerful machinery, which can now
produce megawatts of power, has just started to grow in the
industry. The medium voltage is typically coupled to a
megawatt-sized regulated AC drives network. Currently, it
is not possible to link a medium voltage grid directly to a
single semiconductor switch. A new family of multilevel
inverters has been developed to function at greater voltage
levels.

Multilevel inverters use power semiconductor and
capacitor voltage sources to produce voltages with stepped
waveform. Power semiconductors can only withstand lower
voltages, but switch commutation enables capacitor voltage
addition, producing a high output voltage. Due to their
versatility and flexibility to work at many voltages,
multilevel inverters are currently utilised extensively.
Several dc voltage sources are used by the multilevel
inverter to generate the required output. By using a
switching frequency and more dc sources, an inverter's
voltage output waveform gets closer to having a
symmetrical Frequency [1]. Due to the numerous dc sources,
it has little switching losses, low voltage stress, high
efficiency, minimal output of Electro Magnetic Interference
(EMI), and capacity to operate at high voltage. In addition,
multilevel inverters would undergo more procedures. The
multilevel approach is based on an inverter with three levels
[2-5]. The use of multilevel inverters in power electronic
applications is growing because they can satisfy the growing
need for power rating and power quality, as well as a
reduction in harmonic distortions and electromagnetic
interference. Pulse width modulated (PWM) and switching
frequency of Multilevel inverters are a variety of ways that

make them preferable to two-level inverters [6]. The
following are the advantages of a multilevel inverter that
stand out the most: a) It is possible to generate reduced dv/dt
stress and less distortion in the output voltage. b) There is
negligible distortion in the current input drawn. c) There is
an incredibly low common mode voltage. d) The switching
frequency is incredibly low. The configuration of a
multilevel inverter consists of capacitor voltage sources and
devices for transmitting power. It is suitable for high voltage
applications and voltage waveforms because it can measure
the output voltage with greater harmonics to acquire high
voltages with maximum device rating. Capacitor-clamped
inverters, Diode-clamped inverters, and Cascaded H-bridge
inverters are the three primary varieties of multilevel
inverters. At each level, fewer cascaded H-bridge inverters,
switches, and capacitors are needed.

A cascaded H-bridge with switches and capacitors creates
a discrete input voltage in multilevel inverters [11]. One H-
bridge cell may deliver voltages at zero, one, and two volts
DC. This multilevel inverter's main advantage is that it has
fewer parts than the other two types. Compared to the other
two types, the inverter is less expensive and lighter. To
develop original switching methods, soft switching might be
used [7]. Multilevel cascade inverters are utilized to
eliminate THD harmonics, the transformer required for
standard multilevel inverters, the clamping diodes required
for diode-clamped inverters, and the flying capacitors
required for flying capacitor inverters all need to be
considered. This is the situation if each cell needs a lot more
isolated voltage than the other two types [8]. As switching
device counts and Total Harmonic Distortion are reduced,
the proposed Multilevel Inverter Topology provides greater
advantages than current topologies [9] — [10], Switching
losses are decreased as a result and improving output
effectiveness. We are developing a multilevel inverter with
fewer switches, more efficiency, and lower losses. The
widespread use of pulse width modulation (PWM)
techniques is due to their easy usage, long lifespan, and
minimal computational needs [12].

I1. CONVENTIONAL MULTILEVEL INVERTER

A number of levels of dc voltages, which are frequently
produced from capacitor voltage sources, are combined to
create a minute sinusoidal voltage in the fundamental design
of the converter with many levels. The synthesized output
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waveform includes more steps as the level count rises,
creating a staircase wave that resembles the desired
waveform. The output wave's harmonic distortion lowers
and approaches zero when more levels are added to the
waveform. The quantity of levels rises, and so does the
voltage that can be increased by introducing more levels of
voltage. It is possible to determine the output voltage while
operating in the positive half-cycle.

A. Cascaded multilevel inverter

An inverter with cascading multilevel is shown in Figure
1 below. A number of H-bridge inverter modules make up
the device. This multilevel inverter's primary goal is to
produce the required voltage from a number of dc sources,
including batteries, fuel cells, and solar cells. It shows how a
cascaded single-phase inverter with SDCSs is built from the
ground up. Each SDCS is as seen in Figure 1 below,
coupled to an H-bridge inverter. The ac terminal voltages of
various level inverters are used to connect them in series.
Contrary to the diode clamp or flying capacitor inverter, the
cascaded inverter does not require any voltage-balancing
capacitors or voltage-clamping diodes.

Z2

d@e—ll;f DIODE
sbcs
ovdc———

D—th mo@EJ DIODE
sbcs
ovde=—
=
l; T DIODEl T DIODE
o—

D—th moﬁﬁjti_jfi DIODE
sDCS
ovde=—
=
D_JE% ]f; mOBEJ ;T; DIODE

Figure 1. Cascaded Multilevel Inverter.

B. Proposed method

The various topologies of multilevel inverters as they are
described in the literature have a lot in common. Their main
disadvantage is the circuit complexity of multiple inverter
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setups, which calls for numerous power switches.
Generators or series-connected coordinated power switches
are not necessary for the multiple energy supply converters
to reach high energies with low harmonics thanks to their
distinctive structural design. A multilevel inverter's primary
job is to combine various dc power values to create the
intended voltage. The enormous power required by large
electric drives can be conveniently provided by multilevel
inverters. The intended waveform resembles a staircase
waveform because as the number rises, the synchronized
result pattern has more phases. Just as the level count
increases as more levels are introduced to the waveform, the
harmonic component of the output wave decreases to zero.
The voltage that can be covered by adding additional
inverters rises with the number of levels, so the active
devices never have voltage-sharing issues. Utility
applications do not use electric motor drives, which employ
several inverters. In static var correction, no active power is
transferred between the converter and the system, but in
motor drives, the converter must manage a bidirectional real
power flow. Due to the switching between a number of
smaller voltage levels, multilevel PWM drives have a lower
dv/dt. Switching losses and the voltage's overall harmonic
distortion is still significant. The converter that generates
uniformly balanced voltages across the capacitors in the dc
link has numerous levels of clamped diodes. As we move to
the simpler H-Bridge multilevel inverter, both power
devices and circuit complexity will reduce, leading to a
reduction in circuit losses. If the trend of technology to

make multilevel inverters more affordable is also
considered, they can compete with the standard
arrangement.
Cld |
Vg AUX. SWITCH LRTDCE LOAD

Figure 2. Block diagram of MLI.

A new converter topology is presented in this study
which is depicted as a block diagram in Figure 2
(burdensome power stage and complex firing regulating
circuit). Using a controller, the firing control circuit was
created, and it was used in the design of the seven-level
bridge converters shown below.

In this design, the inclusion of an H-Bridge stage and an
auxiliary bidirectional switch significantly reduces the
complexity of the power circuit.

Standard sinusoidal pulse width modulation is utilized to
give switching pulses to the H Bridge circuit (for the
generation of positive and negative cycles). The switching
pulses for the frontend MOSFETs are produced using the
binary priority encoder's logic, which was previously
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explained. These pulses are generated when the reference
signal crosses the carrier signals. Each switch receives a
delay along with the generated pulses. The carrier waves
roughly have a frequency of 5 KHz, whereas the Reference
Sine waves have a frequency of 50 Hz. Regarding
component count and layout complexity, the power stage's
innovative converter architecture provides a major
improvement. The second-best architecture, the asymmetric
cascade arrangement, requires fewer diodes and capacitors
and fewer primary switches than the simplified H-bridge
multilevel inverter. The FPGA has the ability to conduct all
required modulation in the modulator circuit functions,
which are demonstrated in Figure 3 below, providing yet
another substantial reduction in price and circuit complexity.

The circuit design of the 15-level multi-inverter shown
the H-bridge in Figure 3. It is composed of Six auxiliary
switches, and four main switches for 15-level output voltage
capacitors which are needed.
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Figure 3. MATLAB Circuit Diagram.

To demonstrate how this streamlined H-bridge multilevel
inverter architecture may reduce the number of components,
the total number of components was calculated, reducing the
number of controlled power switches from the required
twelve to just seven, implementing a 13-level simplified H-
bridge multilevel inverter and three previously established
ones, the diode clamped and capacitor stages, which are
considered to be the conventional multi-level stages.
Clamped configuration and a new and highly improved
multi-level ~stage with reduced switches achieve
approximately requirements for primary switches that are
reduced by 40%. The voltage and current ratings of the
auxiliary switch are less than those of the regulated
switches.

Auxiliary Devices (Capacitors & Diodes): Compared to
the diode-restricted configuration, the new configuration
needs fewer capacitors and diodes.
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Furthermore, since the primary dc power supply is
connected to three capacitors in parallel, there is no
substantial, during normal operation, capacitor voltage
swing range of the previous multilevel.

C. Simulation

In Figure 4 shows the firing pulses to the switches, Figure
5 shows the experimental setup, and Figure 6 shows the
cascaded 15-level output waveform.

Figure 4. The Firing Pulses to the Switches.

CHI= 1@

Figure 6. Output waveform
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I1l. CONCLUSIONS

To investigate different operating models, an MLI
topology with a single phase, and 15 Switches for level
lowering are used. An FPGA IP Core Processor-based
Hardware prototype is used to verify the simulation results.
A cutting-edge SPWM modulation technique is suggested.
The inverter can expand while still providing a high output
voltage and lowering overall expenses by raising the level
with the fewest switches possible. This research proposes an
Asymmetric cascaded multilevel inverter with fifteen levels.
It generates a high-frequency sinusoidal waveform. A
cascaded multilevel inverter's efficiency can be increased by
reducing switching losses, and overall harmonic distortion
must be decreased.
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Abstract: The purpose of this research was to develop and
examine the TES properties of a unique organic PCM that has
been encapsulated (Encapsulated PCM). The methyl palmitate
PCM core and the melamine-formaldehyde shell of the
microcapsules were synthesized by a simple in-situ
polymerization process. According to the results of the
microstructural examination, it can be assumed that the as-
prepared microcapsules were of spherical shape, and the
presence of carbon, oxygen, and nitrogen elements proves that
the encapsulated PCM was successfully formed. The
improvements in chemical stability, surface roughness, and
average particle size (490.2 nm) have allowed for greater
storage stability. Having a high latent heat of fusion of 70
kJ/kg, the microcapsules have a high thermal storage capacity
of 88%. The operational temperature range of the pure PCM
was significantly lower than the microcapsules’ thermal
stability of 130 °C. Moreover, the Micro PCM met the thermal
insulation standards due to its low observed thermal
conductivity of 0.1587 W/m K. During the thermal cycling test,
microcapsules showed incredible chemical stability (up to 200
heating/cooling cycles) and thermal reliability (reliability index
= 92.9%). The results of the tests suggest that the encapsulated
PCM with the improved characteristics can be a good
candidate for low temperature thermal energy storage.

Index Terms: PCM, Encapsulation.

I. INTRODUCTION

In recent decades, researchers have paid more attention to
the process of microencapsulation, in which a functional
component is enclosed in a membrane or polymeric shell
material. Cell transplantation, food processing, drug
delivery, pharmaceutical products, cosmetics, adhesives,
self-healing coatings, fermentation, pesticides, textile
printing and dyeing, energy storage, and so on are just some
of the major application domains where microencapsulation
is well established and being implemented.

With its energy storage qualities by virtue of their solid-
liquid phase transition behaviour, phase change materials
(PCMs) have become highly desirable in recent years for
use in thermal energy storage (TES). The organic PCMs in
the form of microcapsules are chosen over the inorganic
PCMs and the eutectic PCMs for use in thermal energy
storage (TES).

This is because phase change materials (PCMs) can
undergo the process of phase transition within the shell
material without any leakage. Also, the relatively small size
of the microcapsules would greatly enhance the influence of
surface energy. In addition, the PCM's thermal-physical and
physico-chemical characteristics can be shielded from
disturbances caused by physical, chemical, and sudden

changes in the process/environmental
microencapsulation.

On the other hand, organic PCM has some drawbacks, such
as poor heat conductivity, problems with handling and
leakage during phase transformation, and interactions with
other ~ materials, etc. = Thermo-physical  property
improvements in PCMs have been examined in the past with
the goal of improving their TES capacities.

PCMs, on the other hand, would degrade if left unprotected
from the elements. In a similar manner, extended exposure
to extreme temperatures may affect the thermo-physical
properties of Encapsulated PCMs. In this regard, the cycling
stability test of a storage unit is essential for ensuring its
long-term functioning. In a standard thermal cycling test, the
latent heat storage system goes via at least one melt-freeze
cycle per day [1].

Melt-freeze cycles of Encapsulated PCM, however, are

performed in a lab setting under controlled conditions during
an accelerated thermal cycle test. If the PCM is not well
encapsulated, it could escape and undergo heat and/or
chemical interaction with the surrounding matrix materials,
losing its essential properties in the process.
Methyl Palmitate was used as the PCM and melamine-
formaldehyde was used as the shell material in the reported
fabrication of encapsulated PCM. When the MEPCM was
put through 100 thermal cycles, there was reportedly no
substantial thermal drop in enthalpy or leakage of the PCM
from shell material.

Notably, melamine's great mechanical strength makes it a
viable candidate as a shell material to prevent leakage
problems in the PCM. Melamine also extinguishes itself if it
catches fire. Furthermore, melamine has a propensity to
decrease water content, which can improve the fluidity and
workability of the surrounding materials in specific contexts
[2].

In this context, a variety of synthesis methods are available
for the manufacture of the MPCMs, and they can be roughly
divided into:

Each of the aforementioned approaches to synthesis has
advantages and potential uses in certain contexts. The in-situ
polymerization approach for manufacturing MPCMs has
gained traction in recent years, expanding their use across
the board of TES applications. Because in-situ
polymerization is one of the most efficient techniques
because the reactants are not mixed in with the PCM and the
whole process occurs in a single, unbroken stream.
Numerous recent studies have demonstrated the
encapsulation of various PCMs using different shell

conditions by
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materials, giving credence to the effectiveness of the in situ
polymerization technique.

Urea formaldehyde (UF) and melamine formaldehyde are
two of the most common candidate shell materials (MF).
Cross-linked microcapsules consisting of a PCM core and a
UF or MF shell can be manufactured with ease using a
condensation polymerization procedure.

Microcapsules with interesting compositions, such as
paraffin/melamine-UF, Methyl Palmitate/poly(styrene-co-
divinylbenzene-co)  acrylamide, n-eicosane with a
poly(methyl methacrylate-co-methacrylic acid), and n-
dodecane/MF shell, have been produced and effectively
used to store.

The ratio of the mass of the microcapsules after
encapsulation to the mass of the PCM before encapsulation
is a fundamental determinant of the quality of any
microencapsulation procedure. Furthermore, the quality of
the microencapsulation is determined by crucial factors such
as (a) the mean diameter of the particle, (b) the thickness of
the shell, (c) the type of the precursors, surfactants, reagents,
solvents, pH regulators, etc., and their proportions, (d) the
reaction time, and so on.

Although there have been many studies on the synthesis of
MPCMs with respectable encapsulation quality and
properties, these studies have been restricted to medium and
palmitate. The white powder was then separated from the
supernatant and collected. After being washed twice with
acetone, this powder was used to create the final
encapsulated PCM.

1. EXPERIMENTAL PROCEDURE

2.1. Preparation of Encapsulated PCM

Encapsulated PCM was made by encapsulating Methyl

palmitate PCM in a melamine formaldehyde shell using a
simple in-situ polymerization technique. Different methods
of PCM encapsulation have been tested. Trials revealed that
adjusting the cross-linking agent concentration influenced
microcapsule formation. Furthermore, the production of
microcapsules was greatly aided by the process taking place
in acidic conditions.
Although it was not possible to completely prevent
agglomeration/coalescence, good control over encapsulated
PCM formation was achieved by lowering the copolymer
percentage, fine-tuning the hydrophilic-lipophilic balance
(HLB) scale of surfactant molecules, and adjusting the pH
value for the reaction. As a result of these measurements, the
response was adjusted as follows: Equal parts of Tween 20
and Span 60 were used as surfactants in the O/W mix. An
additional 50 ml of Methyl palmitate PCM was added, and
the whole thing was mixed at a speed of 8000 rpm to 8500
rpm in a high-speed shear mixer.

Oil in water emulsion had a pH value between 5.8 and 7.
The shell precursor, on the other hand, was made by
dissolving 30 mm of formaldehyde solution into 100
milliliters of dimethyl-dimethyl-siloxane (DDW).
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high temperature energy storage applications. Even fewer
studies have been done on the topic of encapsulated organic
PCMs with MF or UF shell material for low temperature
energy storage applications [2].

This study considered Methyl palmitate, or lauryl alcohol,
a saturated 12-carbon organic fatty alcohol that can be
prepared from the fatty acids found in coconut oil. Methyl
palmitate is used in a wide variety of industries, from the
cosmetics and lubricant oil industries to flavor enhancers,
perfumes, construction, agriculture, and the pharmaceutical
industry. Despite Methyl palmitate's widespread application,
our research shows that its capacity as a storage medium for
energy is still relatively unexplored. Consequently, this
research is unique in its investigation of the energy-storage
characteristics of Methyl Palmitate as PCM for use at low
temperatures.

To be more specific, this study aimed to develop a simple
method for synthesis of encapsulated PCM with Methyl
palmitate in the center and melamine-formaldehyde on the
exterior. Following synthesis, the microcapsules were
studied for microstructural, chemical, and thermal energy
storage capabilities. The effects of 200 thermal cycles on the
chemical stability and thermal reliability of encapsulated
PCM were also investigated. The findings are shown and
explained in detail.

I11. RESULTS AND DISCUSSION
3.1. FESEM Results of the encapsulated PCM

The as-synthesized microcapsules' surface morphology
was examined using FESEM with an EDS detector. The
FESEM images in Fig. 1 demonstrate that the microcapsules
were roughly spherical in shape and displayed a modest
degree of surface roughness. Encapsulated PCM capsules
were primarily formed due to interfacial tension between the
PCM, polymer, and surfactant.

B b NS0 MY 2P LB )Py

Figurel. FESEM images of Encapsulated PCM

3.2. Particle size distribution of the Encapsulated PCM
From Fig. 2, the microcapsules ranged in size from far
under 60 nm to well over 980 nm. Capsules with a first peak
averaged 119.6 nm in diameter and a second peak averaged
550.1 nm in diameter at 65.9% and 34.1% intensity,
respectively. To be precise, we calculated a Z-average
microcapsule diameter of 380 nm across both peaks.
Furthermore, this provided strong backing for the study's
simple synthesis of Encapsulated PCM, which formed at the
micro/nano scale. In addition, as shown in Fig. 1 (b) and
because of the smaller particle size, it was predicted that the
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surface energy would increase as the radius of curvature
between two adjacent particles was decreased [4].
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Figure 2. Particle size distribution of the Encapsulated PCM.

3.3. Crystal structure of the Encapsulated PCM

In Fig. 3, we see the XRD pattern of the Encapsulated
PCM, which exhibits a broad and massive peak at 21.24A°,
indicating that the material is mostly amorphous. This might
be because of the Encapsulated PCM's disordered molecular
structure, which caused the lattice parameter to shift.
Physical interaction between the PCM and the shell material
or a lack of incident electrons diffracted along that lattice
direction of the Encapsulated PCM may explain the lack of a
highly crystalline structure [5].

Encapsulated PCM's lack of crystalline ability and weak
peak intensity may have been caused, at least in part, by the
sample powder's coarse grain structure. Encapsulated PCM's
amorphous structure was predicted to have a high internal
energy, and the powdered form of the microcapsules being
manufactured showed a promising dispersal performance.
Additionally, the shell stability and resistance against
cracking were characterized by the low peak intensity, but at
the expense of a decrease in the encapsulating properties.
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Figure 3. XRD pattern of the Encapsulated PCM.
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3.4. FTIR Analysis of Encapsulated PCM

As can be seen in Fig. 4, the FTIR spectrum of Methyl
palmitate PCM has a very strong and broad peak at 3360
cm-1, which corresponds to the O-H stretching frequency. It
was the C-H stretching vibration of the aliphatic chain that
contributed to the peaks at 2925 and 2855 cm™.

Medium bending vibration of methylene/methyl (at 1459
cm® and C-O stretching of alcohol (at 1066 cm-1) are
responsible for the peaks in the infrared spectrum. The in-
plane rocking vibration of the methylene group was blamed
for the 728 cm™ peak. The N-H bending vibration of the
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amine group was observed as a peak at 3145 cm™ in the
FTIR spectra of the melamine.
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Figure 4.Chemical Compatibility test results

The N-H bond in-plane bending vibration was attributed to
the prominent peak at 1560 cm™. Similarities between the
810 cm™ peak and the stretching vibration of triazine rings
were found. Table 1 provides a concise summary of the
FTIR analysis results. The absorption peaks of PCM and the
melamine-formaldehyde shell can be seen in the FTIR
spectra of the Encapsulated PCM, with no evidence of a
shift. This not only confirmed that the PCM was
successfully encapsulated in the melamine-formaldehyde
shell material, but also demonstrated there was no chemical
contact between the core and the shell material [6].

3.5. Phase change and latent heat properties of the
Encapsulated PCM

Results from a DSC study comparing the phase change
behaviour of pure PCM and Encapsulated PCM are shown
in Fig. 5. As can be seen from the data, the pure Methyl
palmitate PCM showed a single-peak congruent phase
change both during cooling and melting. It's interesting to
see that the pure PCM goes straight from an isotropic liquid
to a triclinic solid as it freezes [7].

Encapsulated PCM showed unusual behaviour during its
phase transformation, with dual peaks appearing during the
cooling process and a single peak appearing during melting,
just like pure PCM. It was at an onset temperature of 20 °C
that the Encapsulated PCM's two peaks, the rotator and
stable crystal phase, were activated.

The occurrence of the dual crystallization peak can be
attributed to (a) the containment of the Methyl palmitate
PCM within a closed shell, and the transition of the core
PCM inside the shell from the heterogeneously nucleated
liquid phase to the rotator phase and then to the Beta phase
at temperatures of 20 °C and 14.21 °C, respectively, as the
temperature of the Encapsulated PCM [8].

The DSC results (Fig. 5) indicated that peaks contributed
46.9% and 51.4%, respectively, to the latent heat of
crystallization at approximately 20 °C and 14 °C.
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Figure 5. DSC graphs of PCM and Encapsulated PCM.

However, the nucleation kinetics of the PCM inside the
shell material was also significantly affected by the degree
of supercooling (the difference between the onset
temperatures of melting and cooling processes).

Keeping in view the enthalpies associated with both the
melting and freezing processes, we can calculate the
Encapsulated PCM's encapsulation efficiency (EE) to be
36.9 %, as shown in Eq. (1). As a result, this is favored as a
more appropriate parameter than the encapsulation ratio for
gauging the PCM's performance in the MF shell. Latent heat
enthalpies of encapsulated PCMs may be changed by
adjusting the core-to-shell ratio.

To this end, we used Eq. (3) to calculate the thermal
energy storage capacity (¢) of the Methyl palmitate PCM
contained within the MF shell material, and discovered that
the Encapsulated PCM displayed a very high i.e. 88.7%.
This showed that almost complete the Methyl Palmitate
PCM enclosed could efficiently store and release the energy
via phase transformation [9].
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where, AHp, pcv and AHg, pcy are the latent heat of melting
and freezing of pure PCM and AHp, micro-pcm and AHc, micro-
pcm are the latent heat of melting and freezing of
Encapsulated PCM, respectively.

The pure PCM's behavior during solid-to-liquid and solid-
to-solid phase transitions within the shell material may be a
factor in the Encapsulated PCM's lowered latent heat. Some
researchers suggest that the lower PCM content of the shell
material may also contribute to the reduced latent heat
enthalpy [10].

As indicated in Table 4, significant thermal properties of
the encapsulated PCM were in good agreement with those of
other MPCMs of related types. The Encapsulated PCM
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created in this study has demonstrated promising phase
transition characteristics, significant latent heat potential,
and excellent thermal energy storage capacity, according to
the DSC results.

3.6. Thermal stability of the Encapsulated PCM

As can be seen in Fig. 6, TGA was used to test the thermal
stability of both pure PCM and Encapsulated PCM. The
findings of the tests, which were conducted using the
tangential approach, showed that the single-step mass
loss/degradation of the pure PCM began at 100 °C and was
finished at 184 °C, with a mass loss of 99% leaving the
residual contents behind in the crucible. The Encapsulated
PCM was broken down into two stages: This mass loss was
primarily attributable to the evaporation of water and other
molecules from the microcapsules' outer surfaces during the
first step of their decomposition [11].

When the temperature was raised even higher, cracks
appeared in the MF shell material, exposing the PCM
contained within to the high heat and leading to its
decomposition at 130°C. The FESEM picture of the broken
microcapsules following full disintegration of the PCM is
shown in the Fig. 6 to support this finding.
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Figure.6. TGA graphs of PCM and the Encapsulated PCM.

At 160 °C, all the PCM in the shell dissolved, resulting in a
39% mass loss. A sudden mass loss was detected between
387.9 °C and 415.8 °C, and the decomposition proceeded up
to 610 °C. The second step of decomposition began at about
188 °C and was associated with the loss of the shell material
(MF) [12, 13].

The TGA results show that the Encapsulated PCM had
great thermal stability, since the decomposition temperature
was much higher than the PCM's operational temperature
range (21°C to 26°C), making it ideal for low temperature
TES applications [14].

3.7. Thermal conductivity of the Encapsulated PCM

Encapsulated PCM and pure PCM were found to have
thermal conductivities of 0.1789 and 0.1587 W/m K,
respectively. Based on the test results, it indicates that
Encapsulated PCM had a somewhat lower thermal
conductivity than pure PCM. Since the outer MF polymeric
shell material has very low thermal conductivity, it is
possible that its presence contributes to this marginal
reduction [15].
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One positive effect of Encapsulated PCM's low thermal
conductivity was that it made for an effective heat insulator.
However, the PCM's melting and freezing behaviour within
the shell would have been slightly changed due to the shell
material's insulating tendency towards heat transfer, as a
result of the shell's poor thermal conductivity. This may also
have contributed to the lowered latent heat enthalpy of the
Encapsulated PCM. Nonetheless, the Encapsulated PCM has
proven to be thermally stable and to be a good heat insulator
[16].

IV. CONCLUSIONS

1. Microstructural — analysis clearly showed that
Encapsulated PCM formed into spherical capsules with
a slightly rough exterior. The elemental composition of
the Encapsulated PCM has been further verified by the
presence of carbon, nitrogen and oxygen.

2. The particle size study found that the microcapsules
had a Z-average size of 380 nm, which provided strong
support to the development of the micro/nano sized
Encapsulated PCM particles with desirable surface
energy features.

3. The XRD findings highlighted the Encapsulated
PCM's amorphous form. However, it was anticipated
that the microcapsules would have a lot of energy on
the inside, which would make their shells more
resistant to cracking.

4. Minor peak changes seen in the FTIR spectra might be
attributable to physical amalgamation between the
PCM (core) and the MF (shell) during synthesis,
confirming their chemical stability.

5. The Encapsulated PCM showed impressive phase
change behaviour, with a huge latent heat potential.
However, the Encapsulated PCM still showed good
phase transition characteristics as applicable for
thermal energy storage despite the presence and phases
during the crystallization process and a relatively low
supercooling degree.

6. A high thermal energy storage capability (g) of 87 %
was demonstrated by the Encapsulated PCM,
characterizing its efficiency in storing and releasing the
energy during phase change.

7. The operating temperature limits of pure PCM for the
TES application were far lower than those of the
Encapsulated PCM, which remained thermally stable
up to 131°C. The Encapsulated PCM was able to
insulate against heat because of its low thermal
conductivity as well.

8. For low-temperature thermal energy storage
applications, as-synthesized Encapsulated PCM with
the aforementioned advantages can be a promising and
practical option.
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Abstract:  Viscosity dissipation is the non-reversible
conversion of mechanical energy into thermal energy that
occurs when a fluid performs work on neighbouring layers as a
result of the impact of shear forces. Thus, the purpose of this
research is to address the viscous dissipation effect on boundary
layer flow of rotating incompressible Cu-Water nanofluid over
an elongating surface. The model equations are transformed
into a set of nonlinear ordinary differential (ODE) equations
using a similarity transformation prior to getting
computationally analysed using the Lobatto 111 A method using
MATLAB. The influence of various parameters such as Eckert
number, rotation porosity parameter etc on the flow properties
has been analysed. The analysis discloses that with the
amplification of the rotation parameter, Eckert number,
nanoparticle volume fraction, and the porosity the temperature
of the fluid experiences an improvement. Moreover, the velocity
in the secondary direction decreases with an increase in the
rotation parameter.

Keywords: Boundary layer, rotatory flow, viscous dissipation,
porous medium, Lobatto 111 A method.

. INTRODUCTION

Viscous dissipation refers to the irreversible conversion of
mechanical energy into kinetic energy that occurs as a result
of fluid particle interactions. It is of importance in numerous
applications such as the substantial temperature increase is
found in high-velocity polymer manufacturing flows
including as extrusion or injection moulding. The thin
boundary layer surrounding fast aircraft experiences
aerodynamic heating, which boosts skin temperature [1].
Viscosity dissipation and spontaneous convection flow were
initially studied by Gebhart [2]. He found that in natural
convection flows with significant gravitational effects or a
liquid with a large Prandtl number, internal produced energy
cannot be ignored. Hussanan et al [3] defined viscous
dissipation as “the work done by a fluid on neighbouring
layers due to the impact of shear forces". Nur Syamila Yusof
et al.,[4] studied “the steady-state flow of a non-Newtonian
fluid (Casson fluid) across an exponentially porous, slippery
Riga plate with thermal radiation and magnetic field effects”.
They discovered that increasing the thermal and velocity slip
parameters reduces the temperature. Using the Lobatto 111 A
approach, Mohamad Shoaib et al [5] explored “heat and mass
transfer in 3D radiative flow of hybrid nanofluid across a
rotating disc”. They discovered that temperature distribution
is related to Brinkman number [5].

Heat transfer is crucial in many fields including
biomedical, material science, oceanographic,
nanotechnology, inorganic chemistry, and many more [6]. It
is used in several technical advancements such as liquid
distillation, heat exchange, and atomic controller
refrigeration. In fluid mechanics, viscosity causes resistance
to fluid motion, converting mechanical energy into heat
energy. Thus, it is termed as internal energy shift [7]. Irfan
Anjum Badruddin et al used the Finite element approach to
explore the influence of viscous dissipation and heat radiation
on natural convection in a porous material enclosed inside a
vertical annulus tube and found that the average Nusselt
number rises near the cold plate owing to increasing Ec
values [8].

Nanofluid (NF) is a mixture of base fluid (water, ethanol
etc) and nanoparticles. It is well known that the presence of
nanomaterials alters the transporting characteristics and heat
transfer efficiency in NF. The heat transmission qualities of a
nanofluid are based on the mass fraction and thermophysical
parameters of nanoparticles as well as the base fluid. These
fluids are included in applications such as, oil exploration,
metal extrusion, fiberglass polymer processing, continuous
casting, plastic foil elongating and geothermal energy
extraction. The thermal capacity of a NF with a permeable
medium may be increased. Using nanoparticles in base
liquids like oil, water, and ethylene glycol is a great way to
improve heat transfer rate [9]. Research conducted on heat
transfer intensification via NF can be identified in the series
of the work.

In multiple procedures: such as temperature distribution,
geothermal, enzymatic, nuclear reactor designs and earth
sciences, there is the incorporation of convective flow in view
of a porous media [10]. Permeable porous space is quite
strong in subterranean systems, energy accumulating units,
the circulation of water in supplies, photovoltaic reception,
and so on. A large number of rotational “flows near
stretchable or inextensible limits” are now being studied by
academics. Zaimi et al. [11] constructed self-similar solutions
for rotating viscoelastic fluid flow through an impermeable
stretchable surface. Bakar et al [12] analysed “forced
convection stagnation-point flow in a Darcy-Forchheimer
porous medium towards a shrinking sheet”. Ullah et al. [13]
investigated the “effect of velocity slip on MHD Casson fluid
in a porous medium with nonlinear stretching”. Many
researchers have engaged themselves in analysing the flow
properties under various conditions in the presence of porous
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medium due to its immense industrial and geophysical
applications [14]-[18].

Due to its numerous useful applications in a wide range of
engineering systems, boundary layer flows with internal heat
generation over stretching sheets continue to be studied [1].
To best of the knowledge of the author the impact of internal
energy on the rotary Cu + H,0 flow in the presence of
porous medium was not addressed by the researchers. Thus,
the relevance of viscous dissipation to the thermal
performance across a spinning sheet is underlined in this
research.

Il. MODELLING OF THE FLOW

Considering a steady, laminar, incompressible Cu +
water NF rotating flows over an expanding sheet in the
presence of internal energy as shown in Figure 1. The fluid is
assumed to flow in the z > 0 plane with the sheet elongating
with a constant flow speed of U, = bx ,where is b > 0 is
invariant. The velocity components in the cartesian plane are
assumed to be wu,v,win the x,y &z — direction.The
angular velocity of the flow is treated as ¥.Further the flow
is consistent with both ambient \ wall temperature and
concentration.

Zw L

AY
5 |
» X,u  Cu Nanoparticle

Figure 1. The physical model of the problem

“The Maxwell-Garnetts and Brinkman models are used
to measure nano liquid thermal conductivity and dynamic
viscosity”. These models characterize spherical nanoparticles
with a volume fraction of < 10% .Using the given
hypotheses the boundary-layer flow governing equations
are[19]

1)
Ju N v N ow 0
ox dy 0z
du Ju Jdu
_— _— _— 2
ua + vay +w 97
d
S i 2wy — Ly
Pny 02* k,
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U—+v—+w— ®)
X

d dy i}
k 2°T
= El (4)
(PCP)ny 0z
+tnr [(a_“>2
(PCP)ny [\Oz
N (61;)2
0z
, 5)
ac N oc N ac 0%C
“ox ”ay Yoz = T 52
The end constraints are,
u=U, ;v=0;,w=0;T=T, ;
C=C, at z=0 (6)
u->0v-0w-0, T->T, ;C-Cy
as Z — oo

Ko the dynamic viscosity[20] , p,, fthe density[21] , k,, the

thermal conductivity[22], (oCp), the heat capacitance[23],
D¢ is the mass diffusivity[24] of the NF which are given by

oy =—"—. »

Yoa-es @
=1 —d)ps+ Pps
ke+2k r—2¢ (k r—ks) 3
oy = b [ ©
(0Cp)ns = (1 — D)(PCy)s + B(PCy)s ©)
) (10)
nf — mr

The subscripts in the above equations indicate the
properties of the NF, base fluid(water), solid Cu nanoparticle.
The thermophysical properties required for the flow analysis
are given below,

TABLE I.
PROPERTIES OF WATER AND SOLID COPPER NANO PARTICLE [25]
. Nano
Properties IB(%svealt:;%d Particles
(Cu)
Thermal Conductivity(k)(Wm K~ 0.613 400
Density(p)(kgm™2) 997.1 8933
Specific heat (Cp)(Jkg~*K™1) 4179 385
B (/K 36.2x10°  167x10°
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1. MATHEMATICAL TECHNIQUE

Let us consider the following similarity transformations
[19], [22], [26]

a
n= \/;z,u =axF'(n),v = axG(n),

w=—VavF@m),0(m) = ;= 1)
C—Cqx
() = —=

Substituting these into the equations to, equation (1) is
satisfied and the remaining equations (2)-(5), along with the
boundary conditions(6), transform into highly non-linear
ODE, which can be given as

12)
“n P " " (
L F" = (F)? — FF' = 2RyG + k,F'
K Py
13)
lu'n P " ' ’ (
LG = FG—GF+2R,F +kyG
K Py
kn (pCp) . , 14
16" = —(pr (Fo =
ks (G,
+Ec((F')? + (6)*)
(15)
"y =
1-¢)
With the BCs,
F'(n) =1,6(n) =0,F() =0,

F'(n) —0,G6(n) — 0,
Om) — 0,0(n) — 0 asn —
The parameters involved in the above equations are [19],[27]

prU§

Eckert number : EFc = —————
(pCp)f(Too - TO)

)

v
Porosity parameter: k; = ﬁ
P

Rotational parameter: R, = N

Prandtl number : Pr = Z—f ,

f

Schmidt number : Sc = ;—f
f

The expression for the local drag force coefficients [19]
Csx and Cy,,, heat transfer coefficient Nu,and the mass
transfer coefficient Sh, can be defined as
— TXZ — TyZ
=17 Cy=17

5pU§ 5pUg

Xqw

Nu=—2_
T, -1
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Xqm

Sh, = ————
* DM(CO _Coo)

In which 7,,,1,, signify the tensors of shear stress and
Qw » Qm represent “the heat and mass flux at the sheet walls”.
Applying the transformations, the above expressions
transform into,

z I

Re2Cp, = —LF"(0)
Kg

Rey*Cp, = Enf 610
-1/2 k . 1n
Re; *Nu, = —="6'(0)

f

X

Re;*Sh, = —22L'(0)
f

IV. SOLUTION METHODOLOGY

The non-dimensional ODEs are set into a linear format using
the relations,

h=Ffa=F.fs=FF"=f; (18)
= —A A [f1fs + 2Rogq
— (f2)* + k1 f>]
91=06,9,=G,6" =g} (19)

= A1A[—f19; + 2Rof1
+ 291 + k191]
91 =0(),0,=0'(n),0; =0,

== A [A3f192
nf

+ Ec[ff + g31]
21
, Scfo’ @)

¢1:(p,d)2:d),d)3__(1_¢)

pC (22)

Here, A; = Lea LA, —pﬂ, 3= [ p]nf

Hn pr leCol;

Along with the modified BCs
f1=O,f2=1,g1=0,91=1,‘171:1(157]:0
f2—-09,—0060, —>0,® —0asn—0

The set of equations (12)-(15), along with the prescribed
conditions (16), has been solved using the bvp4c solver which
performs the finite difference code that implements the three-
stage Lobatto I11A formula of fourth-order [28]. The system
is solved with absolute and relative accuracy of order 107°.

The MATLAB BVP4C implements Lobatto Illa
collocation RK method [29]- [33] . The validation of the code
was verified by comparing the results by determining the
values of Cs,, Cr, and Nu, for the base fluid and matched
with the formerly available papers in TABLE 4 and TABLE 3
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COMPARISON OF THE VALUES OF Re
FLUDWHEN ¢ = Ri =A =B =Sc=0

TABLE II.

1/2
X

Cy and Re,/* C;,, FOR BASE
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Nor Azizah N. A. Salleh,.et Present
Yacob et al[34] al[35] findings
Ro —';—';’F”(O —':l—"f’G’(O) —’;—"f’r”(o —‘;—"i’c'(o) —“‘l—"i’F"(o —“‘l—"ifa'(o) -
0.0 1.00000 0.00000 1.000000 | 0.000000 1.00000 0.000000 o
0.5 1.13838 0.51276 1.138381 | 0.512760 1138411 | 0.512802
1.0 1.32503 0.83809 1.325029 | 0.837098 1.325031 | 0.837121
2.0 1.6524 1.28726 1.652352 | 1.287259 1.652392 | 1.287301 5 ] 7 ]

TABLE Ill.
COMPARISON OF CALCULATED VALUES OF Rey *5 Nuy FOR BASE FLUID.

Nadeem et al. N. A. Salleh,.et Current

[36] al [35] findings
R ot g0 “Har g0 Kot g0

° ke ke ke

0.00 1.770948 1.770948 1.77094791
0.50 1.725631 1.725631 1.72563892
1.00 1.660286 1.660286 1.66028591
2.00 1.533487 1.533487 1.53348701

V. RESULTS AND DISCUSSION

To analyse the predominance of the parameters such as

Eckert number, porosity etc involved in the governing ODEs e 1 2 a3n,4& 5 & 7 8
of the rotary NF flow over a linearly stretching sheet in the

presence of internal energy and porous medium the Lobatto

Figure 4. Impact of k, on the SVG

IIIA collocation method has been utilised . The results

obtained have been graphed, tabulated, and discussed below.

The values of parameters throughout the analysis have
Ec=0.2,k; =0.5,5c =0.5R, =
0.2,¢ = 0.02, except for the modifications required in the
corresponding figures.

been

106

considered  as

08

¢ = 0.2, 040608

i

0.4
ky = 0.2,0.4,008.0.8

02

Figure 5. Effect of k, on @ (1))

Figure 2. Effect of Eckert number on the Temperature profile
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08
i
)
o,
08 \\\
"_5.-: ke, = 0.2, 040608
04

02 \

i n 4 B '] T ]

Figure 6. Effect of k, on @(T])

Figure 3-Figure 6 demonstrates the porosity parameter's
role on the physical properties of the NF flow. Higher
porosity increases the impulse and speeds the flow, whereas
it decelerates the flow for small pore size by increasing the
“viscous drag of the porous channel” [37]. Thus, the
improvement in values of k; leads to the enlargement of the
temperature, SVG, and concentration profiles whereas the
impact is opposite on PVG. And also, we observe that the
increase in the porosity leads to the increase in both
temperature and concentration profiles.

1

08

0.6

Fii

04

02

Gin)

Figure 8. Development of secondary velocity profile with
improvement in ¢
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The predominance of the solid Cu — “nanoparticle volume
fraction” on flow properties of fluid flow is displayed in
Figure 7-Figure 10. From the graphs, it is evident that the
addition of the nanoparticle into the base fluid enhances the
temperature and decreases the mass diffusivity of the flow.
We notice the improvement in the secondary velocity profiles

and fall in PVG due to the increase in ¢.

1
0.8
06
- I
= !
u
T I|I
o4 W
1
|
|
1\ g & = 0,02, 004.0.06,008
02 0
\x.
a .
0 1 2 344 ] & 7 8

Figure 9. The upshoot of temperature with change in (,‘b

1
04
08
- 0.4 o= 002, 0.04,0.06,0.08
02
o : : : : : -
0 1 2 a4 s o

7
Figure 10. The variation in the concentration profile with ¢

Ry = 0.2,0.4.006,08

L] 1 2 3 4 B '] T ]

Figure 11. Impact of R, on F'(n)
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0.02

002 L

-0.04

= 0.0

R = 0.2,0.4,0.6,08
o

.08
0.1
012
0.14
016 -
o 1 2 1, 4 5 G 7 !
Figure 12. The change in G(n) with changes in R,
12
1
0.8
=08
Rz = 02040608
0.4
0.2
o -
o 1 2 c QR 5 G 7 !
Figure 13. Impact of R, on (¢) (77)
1
0.8
\
\
08 N R = 0.2,0.40608
= > T
0.4
-
o
02 Sy
_,__;:;:;:::_
a . .
o 1 2 3 4 5 G 7 !

Figure 14. The influence of R, on @ (T])
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Figure 11-Figure 14 shows the influences of the rotation
parameter on the velocity, concentration, and temperature
BLs of the NF fluid flow. The statistics display that the
increase in the R, value improvises the concentration and the
temperature of the flow but leads to the downfall of the speed
of the fluid. Increasing the rotation generally causes the
particle motion close to the boundary to slow down. These
factors contribute to the rise in temperature and concentration
profiles.

1

0.8

0.6
Sc=0.2,04,06,08

2(n)

0.4

0.2

Figure 15. The outcome of Sc’s effect on® (1))

Schmidt number is the ratio of the shear component for
diffusivity viscosity/density to the mass-transfer diffusivity.
This equation materially connects the hydrodynamic and the
mass-transfer BLs. Thus, from Figure 15 we understand that
the rise in Sc diminishes the concentration profile.

TABLE 4. displays the numerical values of the physical
quantities of industrial interest for various values of the
parameters involved in the modified flow governing
equations. From the table, we observe that the improvement
in Ec leads to the fall in local Nusselt humber due to the
reason that the rise Ec results in the fall in thermal BL. The
enlargement of the values of k; and R, lead to the fall local
Sherwood number values, whereas we observe the opposite
behaviour when the ¢ and Sc values increase as seen from
the tabulated value. The primary and secondary skin friction
values improve with k, and decay for the rise in the values of
¢ and R,
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TABLE IV.
CALCULATED VALUES OF (17;)2_5 F"(0), (17;)2_5 G'(0), — %f 6'(0) AND — ﬁ @'(0) FOR DIFFERENT VALUES OF THE
PHYSICAL PARAMETERS SUCH AS Ec¢, Sc, RO, (P and k1

R, Ee | sc o Ky Re}*Cy, Re}*c;, Re;"*Nu, Re."*Sh,
0 05 | 05| 05 | 05 -1.111816 0 0.41709 0.345995
02 -1.288031 -0.171253 0.364229 0.334726
04 -1.303946 -0.193361 0.290194 0.329548
06 -1.34511 -0.370777 0.098932 0.317088
0.8 -1.400148 -0.52773 -0.156678 0.302363
02 02 | 02 | 002 | 05 -1.288196 -0.019665 1.296906 0.327212
04 -1.288196 -0.019665 0.674597 0.327212
06 -1.288196 -0.019665 0.052309 0.327212
08 -1.288196 -0.019665 -0.570017 0.327212
0.2 05 | 05 | 002 | 05 -1.224904 -0.018701 0.402254 0.330155
0.04 -1.288197 -0.019665 0.36346 0.334671
0.06 -1.354621 -0.020648 0.32121 0.339555
0.08 -1.424474 -0.021652 0.275239 0.344818
02 05 | 05 | 002 | © -1.052069 -0.026512 0.78951 0.366961
05 -1.288197 -0.019665 0.36346 0.334671
1 -1.662988 -0.014328 -0.343836 0.295102
15 -1.821711 -0.012902 -0.651519 0.281863
02 05 | 02 | 002 | 05 -1.288197 -0.019665 0.36346 0.201807
04 -1.288197 -0.019665 0.36346 0.289629
06 -1.288197 -0.019665 0.36346 0.379276
08 -1.288197 -0.019665 0.36346 0.465216
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VI. CONCLUSIONS

The 3D rotational flow of Cu + water NF across an
elongating sheet is studied to examine the effects of viscous
dissipation and porosity on fluid flow parameters. We
utilised the Lobatto Illa fourth-order approach in
MATLAB to evaluate the data. We next analysed the data
mathematically and visually. The following are the paper's
main takeaways:

e The SVG amplifies with the boost in ¢ , and k; whereas
the PVG displays the opposite effect.

e With the amplification of the rotation parameter,
nanoparticle volume fraction, internal energy and k, the
temperature of the fluid experiences an improvement

e The local Nusselt number declines with an increase in
the Eckert number.

e The surge in the Schmidt number improves the rate of
diffusivity and decreases the concentration of the
species.
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Abstract: These instructions give you basic guidelines for
preparing camera-ready papers for CVR College journal
Publications. Your cooperation in this matter will help in
producing a high-quality journal.

Index Terms: first term, second term, third term, fourth
term, fifth term, sixth term

I. INTRODUCTION

Your goal is to simulate the usual appearance of papers in
a Journal Publication of the CVR College. We are
requesting that you follow these guidelines as closely as
possible. It should be original work. Format must be done as
per the template specified. Diagrams with good clarity with
relevant reference within the text are to be given. References
are to be cited within the body of the paper. Number of
pages must not be less than five with minimum number of
4000 words and not exceeding eight pages. The journal is
published in colour. Colours used for headings, subheadings
and other captions must be strictly as per the template given
in colour.

A. Full-Sized Camera-Ready (CR) Copy

Prepare your CR paper in full-size format, on A4 paper
(210 x 297 mm or 8.27 x 11.69 in). No header or footer, no
page number.

Type sizes and typefaces: Follow the type sizes specified
in Table I. As an aid in gauging type size, 1 point is about
0.35 mm. The size of the lowercase letter “j” will give the
point size. Times New Roman has to be the font for main
text. Paper should be single spaced.

Margins: Top and Bottom = 24.9mm (0.98 in), Left and
Right = 16 mm (0.63 in). The column width is 86mm (3.39
in). The space between the two columns is 6mm (0.24 in).
Paragraph indentation is 3.7 mm (0.15 in).

Left- and right-justify your columns. Use tables and
figures to adjust column length. On the last page of your
paper, adjust the lengths of the columns so that they are
equal. Use automatic hyphenation and check spelling.
Digitize or paste down figures.

For the Title use 24-point Times New Roman font, an
initial capital letter for each word. Its paragraph description
should be set so that the line spacing is single with 6-point
spacing before and 6-point spacing after. Use two additional
line spacings of 10 points before the beginning of the double
column section, as shown above.

TABLE L
TYPE SIZES FOR CAMERA-READY PAPERS
Type Appearance
size :
(pts.) Regular Bold Italic
6 Table caption, table
superscripts
Tables, table names, first
letters in table captions, figure
8 .
captions, footnotes, text
subscripts, and superscripts
9 References, authors’ Abstra
biographies ct
Section titles ,Authors’
10 affiliations, main text, equations, Subheading
first letters in section titles
11 Authors’ names
24 Paper title

Each major section begins with a Heading in 10 point
Times New Roman font centered within the column and
numbered using Roman numerals (except for REFERENCES),
followed by a period, two spaces, and the title using an
initial capital letter for each word. The remaining letters are
in SMALL CAPITALS (8 point). The paragraph description of
the section heading line should be set for 12 points before
and 6 points after.

Subheadings should be 10 point, italic, left justified, and
numbered with letters (A, B, ...), followed by a period, two
spaces, and the title using an initial capital letter for each
word. The paragraph description of the subheading line
should be set for 6 points before and 3 points after.

For main text, paragraph spacing should be single spaced,
no space between paragraphs. Paragraph indentation should
be 3.7mm/0.21in, but no indentation for abstract & index
terms.

II. HELPFUL HINTS

A. Figures And Tables

Position figures and tables at the tops and bottoms of
columns. Avoid placing them in the middle of columns.
Large figures and tables may span across both columns.
Leave sufficient room between the figures/tables and the
main text. Figure captions should be centered below the
figures; table captions should be centered above. Avoid
placing figures and tables before their first mention in the
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text. Use the abbreviation “Fig. 1,” even at the beginning of
a sentence.

To figure axis labels, use words rather than symbols. Do
not label axes only with units. Do not label axes with a ratio

a0

50 4

40 4

20 4

Y Axis Label (Unit)
()
()

—— Serles] —=— Seriesd
D T T T T T T

1 2 3 4 3 6
¥ Lixis Lahel (Unit)

Figure 2. Note how the caption is centered in the column.

of quantities and units. Figure labels should be legible, about
8-point type.
All figures, tables and references must be cited in the text.
Please indicate the broad area/specializations into which
the research paper falls, in the covering letter/mail to the
Editor, so that reviewers with those specializations may be
identified.

B. References

Number citations consecutively in square brackets [1].
Punctuation follows the bracket [2]. Use “Ref. [3]” or
“Reference [3]” at the beginning of a sentence:

Give all authors’ names; use “et al.” if there are six
authors or more. Papers that have not been published, even
if they have been submitted for publication, should be cited
as “unpublished” [4]. Papers that have been accepted for
publication should be cited as “in press” [5]. In a paper title,
capitalize the first word and all other words except for
conjunctions, prepositions less than seven letters, and
prepositional phrases. Good number of references must be
given.

Latest references in the area must be included and
every refence must be cited in the text of the research
article.

C. Footnotes

Number footnotes separately in superscripts > % . Place
the actual footnote at the bottom of the column in which it
was cited, as in this column. See first page footnote as an
example.

D. Abbreviations and Acronyms

Define abbreviations and acronyms the first time they are
used in the text, even after they have been defined in the
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abstract. Do not use abbreviations in the title unless they are
unavoidable.

E. Equations0

Equations should be left justified in the column. The
paragraph description of the line containing the equation
should be set for 6 points before and 6 points after. Number
equations consecutively with equation numbers in
parentheses flush with the right margin, as in (1). Italicize
Roman symbols for quantities and variables, but not Greek
symbols. Punctuate equations with commas or periods when
they are part of a sentence, as in

a+ b =c. 1))

Symbols in your equation should be defined before the
equation appears or immediately following. Use “(1),” not
“Eq. (1)” or “equation (1),” except at the beginning of a
sentence: “Equation (1) is ...”

F. Other Recommendations

Use either SI (MKS) or CGS as primary units. (SI units
are encouraged.) If your native language is not English, try
to get a native English-speaking colleague to proofread your
paper. Do not add page numbers.

III. CONCLUSIONS

The authors can conclude on the topic discussed and
proposed, future enhancement of research work can also be
briefed here.
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