
CVR COLLEGE OF ENGINEERING
(UGC Autonomous- Affiliated to JNTU Hyderabad)

Mangalpalli (V), Ibrahimpatnam (M),
R.R. District, Telangana - 501510

http://cvr.ac.in

CVR JOURNAL OF SCIENCE AND

TECHNOLOGY

CVR JOURNAL OF SCIENCE AND

TECHNOLOGY

CVR JOURNAL OF SCIENCE AND

TECHNOLOGY

CVR JOURNAL OF SCIENCE AND

TECHNOLOGY

Vol.No. 23, December 20 2

P-ISSN 2277 - 3916

2 DOI 10.32377/CVRJST23

E-ISSN 2581 - 7957





ISSN 2277 – 3916 CVR Journal of Science and Technology, Volume 9, December 2015

CVR College of Engineering 1

CVR JOURNAL
OF

SCIENCE AND TECHNOLOGY

• Google Scholar
• Directory of Research Journals Indexing (DRJI)
• Scientific Indexing Services (SIS)
• International Institute of Organised Research (I2OR)
• Scholar Impact - Journal Index
• Citefactor
• Member Crossref / DOI

(UGC Autonomous - Affiliated to JNTU Hyderabad)
Mangalpalli (V), Ibrahimpatnam (M),

R.R. District, Telangana. – 501510
http://cvr.ac.in



ISSN 2277  3916                       CVR Journal of Science and Technology, Volume 9, December 2015 
 
 

2 CVR College of Engineering      



ISSN 2277  3916                     CVR Journal of Science and Technology, Volume 9, December 2015 

 
EDITORIAL 

It is with immense pleasure that the editorial team of Biannual CVR Journal of Science and 
Technology is bringing this Volume 23, once again in time. Editorial team thanks all the authors, 
reviewers and DTP operators involved in this work. It takes almost 6 months to complete this task and 
bring out the Journal.  

 We are taking care to see that standard practices are followed in the publication of the Journal. 
Blind review is done, and number of iterations are done till the reviewers are fully satisfied with the 
standard of the research paper. Senior faculty of English language Department, take care of the 
language issues. Template verification and typographical errors are checked before the articles go for 
publishing. Hope the researchers appreciate this effort. Many research articles published in the journal 
are being referred by other researchers across the globe, as indicated by DOI, crossref data. 

 
This Volume covers research articles in the following disciplines: 

 
EIE 1, CIVIL  4, ECE 8, CSE 1, CSIT 2, IT  3, MECH  5, H & S(Chemistry) 1. 
 
Students are being encouraged to publish research papers based on the project works done by 

them. Project works have such importance in the academic curriculum. P.G. students spend almost one 
year on the project work. So, this should result in a significant work suitable for publication in a 
journal. Project supervisors guiding the students must give research orientation for the work of the 
students. Selected research papers of U.G. students are published in this volume. It is heartening to see 
that U.G. students are also showing enthusiasm to publish papers. Three such papers are published in 
this volume- Hope this trend will continue. 

 
In this issue an interesting article on FPGA Design of ECG-SoC System for the Analysis of 

ECG signals is presented. The author has employed Hardware-Software Co-design methodology. The 
strategy reported in the paper is expected to reduce the cost of medical care in rural areas.  Another 
article is on Breast Cancer. It is one of the dreaded diseases causing many deaths allover the world. In 
the present available techniques, radiologists find it difficult to make accurate assessment from the 
images due to small size and low contrast. UG students and their supervisors have done a project to 

 
Another paper based on UG Students Project work is a Solar Powered Weather Station using 

developed and presented in the paper for accurate weather forecast. Another interesting article is on 
IoT based farm management system to maximise agricultural production. 

 
I am thankful to all the members of the Editorial Board for their help in reviewing and short 

listing the research papers for inclusion in the current Volume of the journal. I wish to thank                 
Dr. S. Venkateshwarlu, HOD, EEE for the effort made in bringing out this Volume. Thanks are due 

preparation of research papers in Camera - Ready form. 
 

For further clarity on waveforms, graphs, circuit diagrams and figures, readers are requested to 
browse the soft copy of the journal, available on the college website www.cvr.ac.in wherein a link is 
provided. Authors can also submit their papers through our online open journal system (OJS) 
www.ojs.cvr.ac.in  or  www.cvr.ac.in/ojs 

 
         Prof. K. Lal Kishore  

Editor 
 
 
 

or malignant, using Artificial Intelligence. 
propose a system to clarify on an IDC data set, that can accurately classify histology image, as benign 

I am also thankful to Smt. A. Sreedevi, DTP Operator in the Office of Dean Research for the 

IoT. A machine learning model to predict weather conditions in the villages surrounding the college is 

to HOD, H & S, Dr. G. Bhikshamaiah and the staff of English Department for reviewing the papers. 
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FPGA Design of ECG-SoC System for the 
Analysis of ECG Applicable for Rural Health Care 

Centers 
Narendra B Mustare 

Professor, CVR College of Engineering/ EIE Department, Hyderabad, India 
Email: drnamust@gmail.com 

 
Abstract: Today, seventy percent of Indians still live in poor 

conditions in rural areas. Those who live in rural regions have 
fewer alternatives available to them in nursing care and medical 
diagnostics since there are only a few institutions equipped with 
modern medical technology. This situation reduces the number 
of choices available to them. As a direct consequence of lack of 
medical facilities, the rural residents do not find enough access 
to medical treatment.  From this perspective, the use of cutting-
edge technology to the treatment of their various health 
problems could prove to be advantageous.  In this work, it is 
proposed that the design and implementation of an ECG-SoC 
system for the analysis of ECG is applicable to rural health care 
centers. This system is designed to meet the needs of rural 
communities. Electrocardiogram (ECG) pre-processing and 
heart rate variability (HRV) feature extraction are two of the 
numerous operations that it can do; both the features are 
appropriate for use in applications pertaining to remote health 
care. The ECG-SoC was developed by employing a technique 
known as hardware/software co-design, utilizing an offline 
dataset obtained from the MIT-BIH database. The design of the 
system prototype and the testing of the system's functionality 
both made use of an Altera Cyclone II DE2-115 FPGA platform. 
Both the processes were carried out to ensure the system's 
integrity. The results of the computation are shown on the Nios 
II-Linux terminal, and the task of creating output files for post-
processing on the Nios II-Linux terminal appears on the 
personal computer that is serving as the host. The findings of 
this research indicate "that the ECG-SoC system developed is 
capable of performing power spectrum analysis in addition to 
compiling a raw ECG dataset, detecting QRS, computing R-R 
intervals, and presenting the FFT output". It is demonstrated 
that the system can perform these tasks. In addition to this, it 
can carry out all these activities at the same time. The strategy 
that has been outlined here will not only bring about a general 
reduction in the cost of receiving medical care in rural regions, 
but it will also bring about a lessening in the severity of 
cardiovascular diseases 

 
Index Terms: Electrocardiography (ECG), ECG-SoC System, 

HRV Feature extraction, cardiovascular diseases 

I.  INTRODUCTION   

According to the information that was gathered and 
compiled by the World Health Organization (WHO) in the 
year 2021, cardiovascular disease was the leading cause of 
death, accounting for almost 68% of all fatalities [1]. It is 
estimated that coronary heart disease caused 8.3 million 
fatalities, whereas strokes caused 7.2 million deaths. 
Cardiovascular disease is responsible for one out of every 
four deaths, and the proportion of people who die away due 
to cardiovascular disease is increasing with each passing year 
[2]. 

 In today's world, enhanced patient monitoring systems 
have been developed for the goal of tracking the states of 
patients [3] but very little clinical data has been gathered to 
estimate the effectiveness of these tactics [4]. Therefore, the 
standard of care for most medical professionals "and 
healthcare systems remains to be the routine observation of 
patients' vital signs" on a periodic basis [5]. This is the case 
despite recent developments in new sensing technology. An 
electrocardiogram, more often referred to as "an ECG, is a 
graphical depiction of the voltage that is produced by the 
cardiac or heart muscle during the activity" of a heartbeat [6]. 
ECG monitoring systems need to have the capability of 
extracting the characteristics of an ECG signal in real time 
[7]. This is a crucial feature. Heart rate variability, sometimes 
referred to as HRV, is a naturally occurring physiological 
phenomenon in which there is a change over the course of 
time in the amount of time that elapses between each of an 
individual's following heart beats. [8] HRV is an accurate 
representation of all these different components of heart 
function, which may be influenced by several physiological 
factors that can vary the regular beat of the heart. "Timing, 
frequency, and nonlinearity of the HRV signal are the primary 
processing components that are retrieved from this signal". 
This signal also exhibits nonlinearity. The features that are 
obtained from this extraction are useful diagnostic tools that 
may be used to determine a range of disorders that are linked 
with the function of the heart [9]. 

Previous work on ECG analysis may be categorized into the 
four different kinds of solutions that are as follows: (i) 
Solutions for traditional, fixed machines (ii) Solutions for 
System-On-Chip (iii) Solutions for portable device and (iv) 
Solutions for Application Specific Integrated Circuits (ASIC) 
[10]. Because all the devices that required to be used to 
monitor the patient had to be plugged in, prior monitoring 
systems could not allow for the patient to move freely or 
conduct remote assessments. In addition to that, the 
implementation of these solutions necessitated the provision 
of an excessive number of hospital beds [11][12]. In order to 
provide a reliable study of the electrocardiogram (ECG), the 
SoC system may conduct 12-lead investigations entirely 
inside a single chip. The commercial technique [13], which 
uses digital signal processing (DSP) to take eighth input 
sensor lines, produce lead signals, and analyze all of them in 
one step, does all of this in one step; nevertheless, the 
procedure is arduous. Electrocardiography (ECG), 
Electroencephalography (EEG), and respiration signals are 
examples of the types of biological data that can be captured 
using a novel approach [14] that makes use of a flexible SoC 

1Received on 09-10-2022, Revised on 11-11-2022, Accepted on 17.11.2022.       
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that integrates the capture of multiple biological data with on-
chip digital signal processing [14]. This novel approach 
makes use of a portable ECG measuring and monitoring 
system that is founded on Linux, in contrast to handheld 
systems [15] that do little more than receive and send data. 
Data collection from a 12-lead ECG is one of the features 
offered by this device, along with internet-based remote 
diagnostics. Only for the purpose of data collection prior to 
transmission is the ASIC solution [16] put into use.

Developing an ECG device with System-on-Chip (SoC) 
technology is one method that is suggested for incorporating 
an HRV analysis capability onto an ECG device. This method 
has a few advantages. The end objective of this endeavour 
will be the manufacture of a portable cardiac monitoring 
equipment that is suitable for application in contexts 
associated with "home care. This work presents a SoC that is
based on the ECG biomedical embedded system. It does this 
by utilizing a hardware/software co-design technique and the 
technology offered by Altera (ECG-SoC). The objective of 
the SoC is to do ECG pre-processing and HRV feature 
extraction using an offline database that was developed by 
MIT-BIH [17]".

In this article, a proposal is made for the development of an 
electrocardiogram (ECG) system that is particularly well 
suited for application in rural health care facilities. The design 
of the ECG System is based on FPGA, and it makes use of 
System-on-Chip technology (also known as ECG-SoC).

II. PROPOSED METHOD

The ECG-SoC Cyclone II FPGA architectural design 
shown in Fig.1 is meant to make it possible for a superior 
technology to be developed by utilizing a Nios II processor, 
an Avalon on-chip communication bus, and a Nios II Linux 
embedded operating system. All of these components are 
shown in the figure. The illustration in question illustrates this 
design. 

                           Figure 1. ECG-SoC Cyclone II FPGA

The ECG-SoC was designed primarily for the goal of ECG 
preprocessing as well as HRV feature extraction. Both aims 
were pursued simultaneously during development. Because 
of this, the ECG-SoC will perform computations based on an 
offline dataset" rather than making use of a module for online 
data collection in order to get the necessary information. The 

ECG-SoC architecture consists of software and hardware 
subdivisions working together to form the whole (HW and 
SW, respectively). Memory modules, a phase-locked loop 
(often referred to as PLL), and input/output (I/O) ports are all 
components that are part of the HW partition's make-up. 
These components each serve a distinct function, some of 
which include the following but are not limited to the
following: "to store the image of an embedded operating 
system, which is composed of programmes, the dataset, and 
other important files; to control the clock signal of the host 
computer, the system, and the targeted board; to communicate 
and transmit data to" the outside world; and to accelerate 
operations that take a significant amount of time within the 
system. A communication link between these components 
that is constructed in accordance with established 
specifications is provided by something that is referred to as 
a system bus, which is located beside these components.

III. METHODOLOGY

An illustration of the ECG-SoC design process is shown in 
Fig.2. It is composed of four stages, which are the design of 
system hardware architecture, the design of the "Nios II-
Linux embedded operating system (OS), the design of ECG-
SoC software and the integration of the system". The first 
stage is the design of the system hardware architecture, and 
the other three stages are the design, creation, and integration 
of the OS. In the paragraphs that follow, we will discuss the 
particulars of each stage. At various stages of the design 
process, the use of a variety of EDA tools, "such as 
QUARTUS II, SOPC Builder, Nios II IDE, and Nios II-Linux 
cross compiler, is required".

                           Figure 2. Design Methodology of ECG-SoC

A.  System Hardware Architecture Design
Two distinct phases make up the process of designing the 

system's hardware components from start to finish. SOPC 
Builder is used at the beginning of the process to define the 
"Nios II GPEP, RAM, and other standard peripherals in order 
to design a Nios II system module. This is done to ensure that 
the module will function properly (System-on-
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Programmable-Chip). The details of the configuration 
include the reset vector and the exception vector of the Nios 
II processor, as well as the base address, the interrupt request 
(IRQ) assignment of each peripheral, and the source of their 
clock signal. Additionally, the details include the reset vector 
and the exception vector of the Nios II processor". Both the 
process-initiated multiple Verilog HDL (v) files and the 
system configuration file (.ptf) are going to be utilised in the 
process of configuring and compiling the software module, 
and the SOPC Builder is responsible for the generation of 
both files. In addition, the SOPC Builder is responsible for 
the generation of the system configuration file (.ptf). During 
the second stage, the Quartus II will create "a top-level file of 
the Nios II system module. This file will comprise targeted 
development board, device, and pin selections. The 
compilation process then does synthesis, fitting, and timing 
analysis to create the netlist and HW programming file (. 
sof/.pof), both of which are downloaded to the Cyclone II 
DE2 FPGA board during system integration".

The hardware architecture of the ECG-SoC system is 
represented in Fig. 3, which also illustrates the configuration 
of the system. The whole system that is contained on the 
Cyclone II DE2 FPGA board makes use of this design in its 
many iterations during its operation. The marked and 
coloured block on the chip, which is filled with several 
different modules, is meant to depict the inside of the chip. 
To include these modules into the system, SOPC Builder is 
the tool that is utilised.

             Figure 3. ECG-SoC hardware system configuration

On-chip memory, the SDRAM memory controller, and the 
flash memory controller are the three basic kinds of memory 
modules that can be used". On-chip memory is the most 
common type of memory module. A high-resolution timer, 
also known as a HiRes. Timer, and a system timer are both 
utilised for the purposes of improving timing control, 
simplifying timing problems, and improving the overall 
structure of the board. The phase-locked loop, also known as 
PLL, is utilised in the construction of this particular system, 
and it is responsible for producing a clock signal with a 
frequency of 100 MHz. The system ID, which is sometimes 
referred to as the sysid, can get an address that is exclusive to 
the architecture of this specific system. The JTAG UART is 
being used as the I/O port for this project. On the other hand, 
USB 2.0 is being put to use as the peripheral device on the 
outside.

B.   Nios II-Linux embedded operating system
Nios II-Linux is a terminal-based Linux embedded OS that 

uses Debian 2.6.4-rc6. It can execute Linux programmes and 
libraries. "Distributed versioning, relational databases, 
debuggers, and cross compilers are included. Cross-
compilation condenses information into one file. Linux 
kernel image is an auto-extractable file (zImage). Cyclone II 
is programmed using ECG-SoC". The programming file 
(.sof) must match the board's hardware architecture to work. 
The hardware system's configuration file (.ptf) is needed to 
configure the Linux kernel and construct the ECG-Nios SoC's 
II-Linux kernel.

C.   ECG-SoC Software Design
To construct the software portion of the ECG-SoC system, 

it is necessary to do ECG preprocessing as well as ECG 
feature extraction, both of which are depicted in Fig.4.

                 Figure 4. ECG Pre-Processing and HRV Feature Extraction

Eliminating baseline drift, high-frequency noise, and high-
frequency random noise created by power line interference is 
one of the primary goals of pre-processing, along with 
increasing the "signal-to-noise ratio and improving the 
accuracy of analysis and measurement (50 Hz, 60 Hz)".

During the pre-processing stage, the QRS identification 
algorithm is modified so that it can correctly identify the ECG 
QRS complex for HRV analysis. This is done before the 
processing begins. The band-pass frequency of this detector 
module is somewhere between 5 and 15 Hz. The slope 
information needed for peak identification may be obtained 
from the differentiated filter output. The square function is 
being phased out in favour of its more efficient counterpart, 
the absolute function, which may flip between positive and 
negative peaks. The data is then integrated with a moving 
window in order to smooth it out. After the QRS complex has 
been located, the signal from the electrocardiogram is 
changed into a signal that looks like a valley with two peaks 
of varying heights. Electrocardiograms determine the 
presence of heartbeats by focusing on the R peaks of the QRS 
complex [18]. The R-R interval module of the ECG analyses 
the current value in comparison to future values in order to 
determine the peak. The value that is greater than the eight 
values that follow it and the threshold level is known as the 
QRS peak. The subsequent block unit does an interpolation 
between two R-R intervals to provide findings for a 
continuous R-R interval based on the peaks that were seen. 
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To obtain a rapid Fourier transform, the peak QRS signals are 
resampled at 4 Hz and then linearly interpolated (FFT). 

Then, the R-R power spectrum should be obtained. When 
linear adjustments are incorporated, spectral methods applied 
to ECG analysis can help explain the behaviour of the time 
domain model [19]. For power spectrum analysis, both real 
and imaginary FFT results are necessary. The below 
mentioned equation (1) demonstrates this point.

PS =              (1)

Where PS is the power spectrum, r is the real, i is the 
imaginary, and N is for total number of R-R intervals or heart 
rate (HR) data being transformed.

From the heart rate spectrum diagram, three power bands 
may be extracted. Power bands range from 0.008 to 0.04 Hz, 
0.04-0.15 Hz, and high frequency (HF: 0.15-0.5 Hz). For HF 
HRV, the power spectrum between 0.15 and 0.4 Hz is 
integrated. Then, equations (2) (3) (4) are employed, where 
HR (f) denotes heart rate frequency (HR)".                     

HRVVLF = (2)

HRVLF = (3)

HRVHF = (4)

frequency; LF is low frequency; and HF is high frequency. 
The ECG system's software was created to incorporate ECG-
SoC standards for successful ECG pre-processing and HRV 
feature extraction. 200 Hz sampling frequency and 8 kHz 
threshold are used. We utilised 12,000 ECG data, and the FFT 
count was 1024. The 240-second FFT window size".

D.   System Integration 
The hardware programming file (.sof) and the most recent 

version of the Nios II-Linux zImage file are both downloaded 
into the Altera Cyclone II DE2-115 platform during the final 
step of the system integration process. This is done so that the 
functionality of the system can be checked, as well as the 
assessment can be carried out.

IV. RESULTS AND DISCUSSION

The descriptions of the ECG system requirements are 
shown in Table I below [20]. For the ECG signals, we 
sampled at a frequency of 200 Hz, and the threshold values 
were set at 8000 Hz. In the meanwhile, a resampling 
frequency of 4 Hz has been selected with the goal of lowering 
the dimensionality of the heart rate data. The 120 000 are the 

offline ECG data that were taken from the MIT-BIH database 
and stored in a text file format on a pen drive. The increased 
size of the ECG dataset will result in a greater degree of 
precision in the processing.

TABLE I.
SPECIFICATIONS OF ECG SYSTEM

Specifications Values 
Sampling frequency 200 Hz 
Threshold value 8000 Hz 
Resampling frequency 4 Hz 
Total ECG data 120 000 
FFT count 1024 

During the process of verifying the operation of the system, 
an offline dataset is placed in a portable USB device, and then 
that device is inserted into the ECG-SoC programme. The 
results of running ECG-SoC in Nios II-Linux are depicted in 
Fig. 5 and 6, respectively. At this point, the listings of the 
execution folders are displayed, and the results are made. The 
HRV and ECG software are utilized in this section to create 
the results. 

Figure 6. Results file generated from the execution

Figure 5. ECG-SoC execution in uCLinux"HRV is heart rate variability; VLF is extremely low 

The electrocardiogram (ECG) data may be seen in Fig. 7 
after the programme was developed. To detect negative peaks 
on an electrocardiogram, "each data point is transformed to 
its absolute value".

4 CVR College of Engineering



E-ISSN 2581 7957                                                      CVR Journal of Science and Technology, Volume 23, December 2022
P-ISSN 2277 3916                                                                                                                             DOI: 10.32377/cvrjst2301

                 Figure 7. Intermediate results for differentiated signals

The Fig. 8 depicts the output that is obtained when the 
operation of squaring is carried out immediately prior to the 
smoothing operation that is carried out by moving window 
integration. Following performing the squaring procedure, 
the resultant numbers are greater, and after the integration 
step necessary to generate a smooth ECG signal, they look 
like what is seen in the below figure.".

               Figure 8. Intermediate results for smoothed signals

Fig.9 shows the QRS peak detected by our proposed 
method.

Figure 9. Peak Detection

In Fig.10, linear interpolation has been utilised to the 
detected QRS peaks for resampling at 4 Hz. 

          Figure 10. Resampling at 4 Hz by utilizing linear interpolation

The result of the FFT is seen in Fig 11, and it consists of 
both real and imaginary components. Take note that the 
negative values appear as a consequence of the fact that an 
operation was carried out before the FFT was carried 
out[21]".

.

                                   Figure 11. Fast Fourier Transform

Since this initial process includes subtraction, some 
numbers will be negative. After FFT results are obtained, 
Eqn. (1) is used to analyze the power spectrum (1). FFT 
power spectrum analysis reveals the highest frequency 
between 0.01 and 0.1 Hz. Inputs include real and imaginary 
numbers. 

The results of power spectrum analysis yields Fig. 12. The 
graph is plotted for the frequency up to 1 hertz. Maximum 
VLF, LF, and HF ranges are illustrated by black, green, and 
black dotted lines, respectively. The highest frequency on this 
power analysis graph is 0.03 Hz.
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                        Figure 12. Power spectrum versus frequency

V. CONCLUSIONS

In this paper, a System-on-Chip (SoC), which is built on an
embedded electrocardiogram (ECG) system is discussed. The 
ECG-SoC makes use of methodologies that include a co-
design of hardware and software as well as technology 
developed by Altera to carry out ECG pre-processing and 
extract HRV characteristics from an offline dataset. The fact 
that these software activities are being carried out is evidence 
that the ECG-SoC system combines the processes of 
gathering ECG datasets, storing them, and processing them 
by utilising integrated hardware and software. All these
processes are carried out in tandem with one another. The 
portability of the system, in addition to the various software 
enhancements that are capable of being applied are the 
benefits of the proposed system. The system that has been 
suggested in this paper can conduct adequate ECG data 
analysis when it is configured as an ECG-SoC. This enables 
it to be utilised in a broad variety of cardiac monitoring 
applications since it satisfies the requirements for such 
applications in rural areas.
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Abstract: This paper investigates the strength and durability 
studies on lightweight self-compacting concrete partially 
replacing coarse aggregate with sintered fly ash aggregate, with 
different grades of concrete. (M20, M30 and M40). In this 
study, the rational mix design procedure for self-compacting 
concrete is used. The present study consists of two phases. In 
the first phase, SCC mixes for different grades are developed 
without using lightweight aggregates. The second phase of the 
study introduces lightweight aggregates (i.e Sintered fly ash 
aggregates) varying in sizes from 8mm-12mm partially 
replacing coarse aggregate in self-compacting concrete. 
Compressive strength, split tensile strength and flexural 
strength and durability studies were conducted. The test results 
indicate significant improvement in the strength properties of 
self-compacting concrete by the inclusion of sintered fly ash 
aggregates as a partial replacement for natural aggregates.

Index Terms: Self-compacting concrete, Sintered fly ash 
aggregates, Lightweight Concrete, Lightweight self-compacting 
concrete, Durability.

I. INTRODUCTION

Self-compacting concrete is defined as Concrete which 
can flow under its self-weight and fill the formwork in 
completely, even in the presence of dense reinforcement, 
without using any vibration actions, maintaining 
homogeneity [1-5]. It was first developed in Japan, to 
overcome the problems caused by a lack of complete and 
uniform compaction through vibrators. Self-compacting 
concrete is not affected by the shape and quantum of 
reinforcing bars or the enactment of a structure. Due to its 
high property of flowing, it is easily a changeable quality 
and resistant to segregation [6].

Usually, chemical admixtures such as hi-range water 
reducers (Super Plasticizer) and Viscosity Modifying 
Agents, which change the rheological properties of concrete
are used. Mineral admixtures are used as an extra fine 
material besides cement [7-10]t. In this study cement 
content was partially replaced with mineral admixture, i.e., 
fly ash. Admixtures improve the flowing and strength and 
durability properties of concrete [11-18].

Significance of study:

India produces approximately 120 million tons of fly ash 
annually; this fly ash is coming from thermal power plants 
as a by-product and the main challenge faced by the thermal 
plants is the safe disposal of this fly ash. In the construction
industry, we use large-scale usage of concrete. In the 
making of concrete, we use natural aggregates as the 
ingredients in the form of coarse aggregates, which leads to 
natural imbalance and depletion of natural sources of rocks 
and hills. To overcome this problem, the best solution is to 
use the various engineering by-products in the manner of 
sustainable development. From this point of view, the idea 
of sintered fly ash aggregates comes in.  Using these 
sintered fly ash aggregates produces the concrete
lightweight which makes the concrete economical and 
lightweight. 

The usage of lightweight aggregate i.e, sintered fly ash 
aggregates in self-compacting concrete gives lightweight 
self-compacting concrete which produces both benefits of 
lightweight which reduces the weight of concrete in 
comparison with conventional concrete and the benefits of 
self-compacting concrete. 

II. LITERATURE REVIEW

Anitha J, Pradeepa S, Lalit Soni, Rakshit KB (2016)
Studied that superplasticizers are the most important 

admixtures enhancing concrete performance. The 
development of new superplasticizers during the last 
decades has determined the most important progress in the 
field of concrete structures in terms of higher strength, long 
durability, lower shrinkage and safer placement, particularly 
in elements with very congested reinforcement. The 
progress from sulphonated polymer to polycarboxylate has 
resulted in higher water reduction at given workability and 
lower slump loss. More recently poly-functional 
superplasticizers have been developed which are able to 
completely keep the initial slump for at least 1 hr. without 
any retarding effect on the early strength. Moreover, multi-
purpose and poly-functional superplasticizers have been 
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invented which are able to reduce drying shrinkage. The 
recent progress of superplasticizers was examined in this 
paper.

Megha H Patel1, Nandan H Dawda (2017)
The development of self-compacting concrete started in 

Japan in the middle of 1980s with an aim to reduce 
durability problems in complicated and densely reinforced 
concrete structures due to lack of skilled labour and poor 
communication between the designer and the construction 
engineer. The concept of Self-compacting concrete (SCC) 
was proposed for the first time by Prof. Hajime Okamura 
(1997), but the prototype was first developed in 1988 in 
Japan by Professor Ozawa (1989) at the University of 
Tokyo. The last few decades is considered to be the era of 
self-compacting concrete and thousands of research has 
been carried out. In India, the development of concrete 
possessing self-compacting properties is still very much in
its initial stages. Over the past couple of years, few attempts 
have been made, still the cost of production of such concrete 
is a challenging issue for the present concrete engineers. 
Hence, in the present paper, an attempt is made to 
understand the effect of various types of mineral and 
chemical admixture (Rice husk ash, Metakaolin) on the 
properties of SCC concrete with the cost-by-benefit analysis 
for the same. It is basically an attempt to sum up the effect 
of various ingredients on concrete.

Manu S. Nadesan, P. Dinakar (2021)
In this paper, the authors explained how lightweight 

aggregate concrete differs from normal concrete and the 
various properties of sintered fly ash aggregates. Fly ash is a 
waste material which generates twin problems of discarding 
as well as environmental degradation, due to its nature of 
causing air and water pollution on a large scale. Nearly145 
coal-based thermal power stations in India are producing 
over 184 million tons of fly ash per year out of which only 
56% was utilized effectively and the remaining is still a 
concern to the community. Therefore, the manufacture of 
sintered fly ash lightweight aggregate is an appropriate step 
to utilize a large quantity of fly ash in concrete. However, 
the non-existence of worthwhile technology to produce 
sintered fly-ash lightweight aggregates and the absence of a 
market has deterred Indian entrepreneurs from producing 
sintered fly-ash aggregate. Recently a couple of industry 
players in India have focused their attention on the 
development of sintered fly ash lightweight aggregates 
commercially on a large scale from the fly ash obtained 
from their captive power plants. As such, there is no Indian 
standard available for lightweight aggregates. More recently, 
pilot studies by the authors have established that this 
material displays substantial potential for use in structural 
concrete. The lightweight aggregates manufactured with fly 
ash are light due to the presence of air voids and these voids 
are responsible for their absorbency. This absorbency plays 
a significant role in the mix design and also in the 
performance of the concrete. The absorption caused by the 
lightweight aggregate is mainly responsible for the difficulty 
during the production of lightweight aggregate concrete 
(LWAC) in practical situations. Porous lightweight 

aggregates have become highly sensitive as the w/c ratio 
varies. The moisture content during the mixing stage state is 
a major concern for LWAC. The North American approach 
is to use the LWA in a saturated state; contrary to this, the 
Norwegian approach prefers dry LWA having a moisture 
content of less than 8%. The problems associated with the 
variation in the moisture content with pre-soaked LWA can 
be nullified using dry LWA and the reduction in fresh mix 
density is an added advantage in this procedure. By 
considering the cost of production and the improved 
durability properties it was suggested to use the aggregates 
in the dry state. Also, there is no appreciable difference in 
the workability and compressive strength between the 
concrete using air-dried and pre-soaked aggregates if the 
water absorption is compensated by additional water during 
mixing. The mix design of SLWAC is more complex than 
that of normal concrete as more design parameters such as 
absorbed water during the mixing of concrete and 
proportioning of different aggregate sizes etc. are needed to 
be determined. Taking this into account, a simplified design
method is required to produce SLWAC made with natural 
sand. Presently due to the lack of proper mix design 
procedures, the developed concrete is poor in structural 
performance and therefore the use of sintered fly ash 
lightweight aggregates has been limited to non-structural
elements. Till now no reliable study has been made to 
determine the water absorbed by the porous aggregate 
during concrete mixing. In the earlier methods, the absorbed 
water was determined by completely immersing the 
aggregates in water for a specified time. Also, combined 
aggregate grading is missing from all the available methods. 
The main objective of this paper is to suggest a simple and 
reliable mix design method to the community to bridge the 
existing gap. Consequently, this study examines the 
development of LWAC and evaluates the performance of 
these concretes through proper experimental investigations. 
The outcome of these investigations on fly ash lightweight 
aggregate specifies that one can suppose not only the 
environmental protection through recycling of waste 
resources but also the reduction in dead load and 
enhancement of some of the matured concrete properties.

III. RAW MATERIAL

A.Cement 
The majority of concrete is mostly made of cement. In this 

experiment, common Portland cement (53 Grade per IS: 
8114-1978) [19] was used.

B. Aggregate
For this study, aggregate that complies with IS: 383-1970

[20] (coarse and fine aggregate) was employed. We 
employed angular coarse aggregate with a size range of 10 
mm to 8 mm and fine aggregate passing through 4.75 mm. 
In SCC, coarse aggregate content is typically the bare 
minimum.

is nothing more than the byproduct of burning powdered  
In this study, FA was added as a mineral additive. Fly ash

C. Fly Ash

coal. Fly ash proves the use of IS: 3812 [20].
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D. Super plasticisers
In this study, CONPLAST SP430, a tool for enhancing 

concrete workability, is utilized.

E. Water 
The most crucial component of concrete is water, which 

aids in tying together the cement and particles.

F. Sintered fly ash aggregates
The different size fractions of sintered fly ash aggregates 

(2 4 mm fraction, 4 8 mm fraction and 8 12 mm fraction) 
were taken as coarse aggregates 

Figure 1. Sintered fly ash aggregates.

TABLE I.
PHYSICAL PROPERTIES OF SINTERED FLY ASH AGGREGATES.

IV. TESTS AND METHODOLOGY

Slump Flow Test and T50 cm Test:

Self-consolidating concrete should have the following 
properties in its fresh state: flowability, filling ability, and 
segregation resistance ability [21-23]. The suggestions made 
in EFNARC (2005) were used in this study to evaluate the 
qualities of LWASCC in its fresh form. The fresh 
LWASCC's slump-flow, time to attain 500 mm of slump-
flow, and passing ability (confined flowability) utilizing L-
box (H2/H1) were all assessed immediately after mixing. 
After 60 minutes (slump-flow and T500) and 80 minutes, 
the tests were repeated (L-box). The degree of mixture 
segregation was evaluated using the visual stability index 
(VSI). Following the slump-flood test, the concrete mixture 
is visually inspected by looking at how the coarse aggregate 
is distributed throughout the concrete mass, how the mortar 
fraction is distributed, particularly around the perimeter, and 
how the concrete is bleeding. There are four stability 
classes, each of which is assessed by a visual inspection 
(ACI 237R-07:
[24].

The slump flow test is used to find the free flow of the 
self-compacting concrete without obstructions. T50 cm is also 
an indication of SCC flow. A lower time means greater flow 
ability. The research suggested a time of 2-5 seconds for 
general civil engineering applications [25].
Slump flow Apparatus

Figure 2. Slump Flow Test

V-Funnel Test

Figure 3. V-Funnel Apparatus

L-Box Test

This method used a test apparatus consisting of a vertical 
section and a horizontal through into which the concrete is 
allowed to flow when the releasing of the trap door from the 
vertical section passes through reinforcing bars.

The time that takes the concrete to flow into the 
horizontal section is measured. And we have to take the 
heights of both ends of the apparatus values (H1 & H2). The 
L-Box test gives an indication of the filling ability and 
passing ability of the SCC [26-30].

 
emptying the V-funnel is 8-seconds. 
Test conducted in our laboratory, the time of .
ability
observed. shorter flow time indicates a greater flow
 

In this test the time required to empty a V-Funnel is 
viscosity of self-compacting concrete.
This V-Funnel apparatus is used to find the 
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            Figure 4. L-Box Apparatus

V. RESULTS AND DISCUSSION

TABLE II.
FRESH AND HARDENED PROPERTIES OF SCC

TABLE III.
COMPRESSIVE STRENGTH OF SINTERED FLY ASH AGGREGATES SCC.

           

         Figure 5. Variation of Compressive Strengths for SCC and SFASCC               
for 28 days

In this study, more compressive strength was obtained at 
30% replacement of coarse aggregate by Sintered fly ash 
aggregates i.e., 6%, 2% and 1% for M20, M30 and M40 
grades respectively at 28days.

Studies on the durability of SCC and SFASCC

In the first and second phase investigations were 
carried out to develop different SCC mixes of 
different grades of concrete i.e., M20, M30 and M40 
using fly ash and chemical admixtures, and to study 
its fresh and hardened properties.
In the Investigations at 30% replacement, we got 
good results. so a durability test was done on 30% 
replacement sintered fly ash aggregate cube 
specimens.
In this investigation the cube specimens were 
immersed in the chemicals of 5% concentration of 
Na2SO4, HCl and H2SO4 solutions in the lab. For the 
period of 28days and 56days. 
After 28days and 56days the cube specimens were 
tested. 
In this test results the cube specimens which are 
immersed in H2SO4 are more affected in compressive 
strength, Weight loss and also in the Dimensions of 
specimens. Compared with Na2SO4, HCl Solutions.
The Acid Strength Loss Factor, Acid Attacking 

Factor, Acid Weight Loss Factor and Acid Durability 
Loss Factor are observed more in the H2SO4 solution 
at 28days and 56days of age.

% Of Replacement of Sintered Fly Ash 
Aggregates
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Figure 7. Acid Strength Loss Factors (ASLF) for SCC and

56 days of immersionType of acid with various grades of concrete
                         at 56days
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Figuren 9. Acid weight loss factors (AWLF) for SCC and SFASCC at 

Type of acid with various grades of concrete at 28days
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Figure 6. Acid Strength Loss Factors (ASLF) for SCC and     SFASCC at
28 Days

SFASCC at 56 Days

Figure 8. Acid weight loss factors (AWLF) for SCC and SFASCC at 28 
days of immersion

P-ISSN 2277 3916                                                                                                                           DOI: 10.32377/cvrjst2302

Type of acid with various grades of concrete at 28days
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Figure 10. Acid Attack Factors (AAF) on diagonal length in % loss 
@28days

Figure 11. Acid Attack Factors on diagonal length in % loss @56days

VI. CONCLUSIONS

Based on the experimental work conducted on SCC 
mixes of different grades (M20, M30, M40) the following 
conclusions are made regarding the properties and 
behaviour of concrete on partial replacing Coarse aggregate 
by using Sintered fly ash aggregates and aim to study the 
strength and durability properties. The following specific
conclusions are drawn from this experimental study:

1. Disposal of fly ash in structural landfills can hence 
be minimized thereby reducing air pollution and 
unhygienic environmental conditions in particular 
locations.

2. In this study, more compressive strength was 
obtained at 30% replacement of coarse aggregate by 

Sintered fly ash aggregates i.e, 6%,2% and 1% for 
M20, M30 and M40 grades respectively at 28days.

3. Split tensile and flexural strength increases with an 
increase in the percentage of Sintered fly ash 
aggregates and thereafter it decreases. In the 
Investigations at 30% replacement, we got good 
results. so a durability test was done on 30% 
replacement.

4. The percentage loss of compressive strength, weight, 
diagonal shape and dimensions of Cube specimens 
are more affected by 5 % H2So4 solution at the age of 
28days, and 56days. when compared to HCL and 
Na2SO4. So, the durability of concrete is more 
affected by H2SO4.

5. By the investigation it is observed that In the H2SO4
solution the strength loss is 11%,23%, and 24% more
compared with the HCL solution and 14%,27%, and 
28% more compared with the Na2SO4 Solution for 
M20, M30 and M40 respectively. 

6. The weight loss in H2SO4 Solution is 3%,13%,14% 
more compared with Na2SO4 Solution and 
1%,11%,14% more compared with HCL solution for 
M20, M30 and M40 respectively.

7. The percentage dimension change in H2SO4 Solution 
is 0.7%,6%,7% more compared with Na2SO4
Solution and 0.3%,5%,6% more compared with HCL 
solution for M20, M30 and M40 respectively.

8. Use of Sintered fly ash aggregates in concrete 
reduces the disposal problems of by-products (fly 
ash) which is produced by thermal power plants.

9. Sintered fly ash aggregate concrete density achieved 
is 1705kg/m3 and whereas conventional aggregate 
self-compacting concrete density is 2400kg/m3

reduces the self-weight of the concrete in various 
structural elements thereby reducing the load on 
foundations and can reduce in cross-sectional 
dimensions of structural elements.
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Abstract: Seismic devastation can result in significant 
fatalities as well as economic damage to structures and 
individuals living in seismic danger zones. As shown by prior 
catastrophic disasters, each earthquake leaves a substantial 
amount of destruction in its wake. To reduce the detrimental 
effects of seismic activity on buildings without causing the 
entire structure to collapse, these structures must be
seismically safeguarded. To maintain these RC structures and 
improve their performance during a seismic event, a variety of 
seismic retrofitting methods are now being employed. Base 
isolation is one of the most effective strategies for mitigating 
the effects of seismic risks.

This study uses linear and non-linear dynamic analysis as 
defined by IS Codal to investigate the seismic behavior of a 
structure with a fixed base and a structure with base isolation. 
Using the ETABS software, the impacts of various types of base 
isolator systems are taken into account in the modelling of RC 
structures for symmetric and asymmetric plan configurations 
of both G+7 and G+10 storey heights. Many parameters, such 
as storey drift, base shear, Storey displacement, and time 
period, are compared for isolated base and fixed base 
scenarios.

Index Terms: Base isolator, Lead Rubber bearing (LRB), 
Storey drift, Base shear, Time period, Storey displacement.

I. INTRODUCTION

Earthquakes are the most unanticipated and fatal of all
natural calamities, and it is quite difficult to protect a large 
number of assets and lives from them. To cater these 
concerns, it is essential to assess the seismic performance of 
the built environment using various analytical techniques, 
which ensure that structures can withstand numerous mild 
earthquakes and provide sufficient caution when 
encountered to big earthquakes. Thus, the greatest number 
of lives possible can be saved. There are a number of 
recommendations that have been updated on this issue all
around the world. The seismic performance of a building is 
influenced by its stiffness, lateral strength, ductility, and 
simple and regular configurations. Plan and elevation 
of buildings with regular, evenly distributed geometry, mass, 
and stiffness endure considerably less damage than 
buildings with uneven layouts.

The process of protecting a structure from earthquake 
damage by providing some reasonable support that isolates 
it from trembling ground is appealing, and several 
techniques have been proposed to achieve this goal. Despite 
the fact that some of the older suggestions date back 
hundreds of years, base isolation has only recently become a 
feasible earthquake-resistant design technique. It's a passive 

control device that's put between the building's foundation 
and base. High damping rubber bearing (HDRB), 
Elastomeric rubber bearing (ERB), Lead rubber bearing 
(LRB), and Friction pendulum system (FPS) are some of the 
base isolation systems that must be placed under the 
superstructure. Despite the fact that bearings are a tiny 
component of a structure, their importance is inversely 
related to their size. This is typically the case since only this 
section of the structure transmits and absorbs the whole 
weight of the structure as well as the energy exerted by 
seismic waves. The many factors within the design should 
be given a high priority since any misbehavior in its 
performance due to bad design will result in the collapse of 
the entire structure.

Lead rubber bearing
Seismic isolation bearings include lead rubber bearings 

(LRB), which are similar to high damping rubber bearings. 
It has a central lead core and is made up of many layers of 
elastomeric material and vulcanized reinforced steel plates. 
The rubber used to make lead rubber bearings is typically
natural rubber, with a shore hardness ranging from 45 to 55, 
making it more flexible than an elastomeric bearing pad.

In 1975, New Zealand created lead rubber bearings. 
Layers of steel plates, rubber layers, and a lead core are the 
three basic components of equipment. Vertical rigidity is 
provided by the steel layers, while lateral flexibility is 
provided by the rubber layers. The component that will 
provide extra rigidity to the isolators and adequate damping 
to the system is the lead core.

Figure 1. Components of Lead Rubber Bearing
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A. Objective of the study 
1. To demonstrate the impact of base isolators on the 

response of Symmetric and Asymmetric Buildings.
2. To compare the behavior of a base isolated structure to 

the conventional structure (G+10 & G+7) storey during a
seismic activity.

3. To study the seismic requirements of regular and 
irregular R.C buildings for both regular and base isolated 
structure using ETABS by performing the Linear and Non-
linear time history analysis.

B. Procedure adopted
A high-rise RCC building subjected to seismic activity is 

investigated in this study utilising both linear and non-linear 
time history analysis. The structures studied are RC 
conventional moment resistant space frames with G+10 and 
G+7 storeys of height that are located in Zone III seismic 
zones. Using the ETABS software, the research considers 
two major factors based on the support conditions: a 
building with a permanent base and a building with a Lead 
Rubber Bearing (LRB). The structure is proposed to be 
evaluated as per seismic code IS-1893:2016 with the 
assistance of the ETABS software.

II. LITERATURE REVIEW

Eknath et al evaluated the building structure with and 
without Lead rubber bearing isolators and compared the 
results using time history analysis using software 2016. A 
case study was done using G+10 building structure as test 
model. This paper concluded that the time period of 
structure increased approximately twice after providing the 
base isolator and also the maximum storey displacement and 
storey drift were observed to be increased.[1]

Balachandran et al analysed G+3 and G+20 storey RC 
building with fixed base and base isolators (LRB) using 
ETABS software considering EI-Centro time history data. It 
was observed that base isolation increases the time period of 
the building and base shear reduced.[2]

Sahoo et al studied comparative analysis of various RC 
framed structures with fixed base and isolated base lead 
rubber bearing isolator. This base isolation study along with 
seismic analysis is done in equivalent static method using E-
TABS software considering G+10 and G+15 structures as 
test model with fixed base and base isolation. This study 
revealed that there is an increase in time period, storey drift 
and storey displacement. The lateral earthquake load, storey 
share, storey stiffness found to be reduced.[3]

Swapnil et al studied the effectiveness of base 
isolation using lead rubber bearing (LRB) over conventional 
construction. Modeling and analysis of G+6 rigid joint plane 
is done in ETABS software using base isolator. It is 
concluded that with the use of isolator, there is a reduction 
in story shear, base shear and storey drift. Modal 
displacements and natural periods are increased which 
reduces earthquakes forces on the shaking.[4]

Ambasta et al studied the comparative behavior of 
fixed base and isolated G+8 storied building for high 
intensity earthquakes. Lead rubber bearing (LBR) is used as 

displacement of stories in base isolated model is very low 
while compared with fixed base mode. Storey overturning 
moment and storey shear force fount to be reduced.[5]

Madhuri et al studied comparative study of fixed base 
and base isolation structures. Lead bearing rubber (LRB) is 
used as base isolator. Response spectrum method and time 
history analysis method are used for the analysis and is done 
through a computer software ETABS. Results showed that 
storey shear, base shear and storey drift reduced, point 
displacement and mode periods are increased in both the 
methods of analysis. Time history analysis was found much 
efficient in providing results when compared to response 
spectrum method.[6]

B.R.Anirudha et al had done a comparative study 
between the fixed base and base isolators for different 
parameters. Work lead rubber bearing, and friction 
pendulum isolators are used for asymmetric building plan. 
They have concluded that the fundamental time period for 
base model is observed that there is a decrease in 
acceleration, storey sear and displacement of base isolators 
was increased.[7]

Gowardhan et al. used high damper rubber bearing 
(HDRB) as isolator and non- linear time history analysis is 
performed using Sap2000 version14. This study showed that 
the base isolation system reduced the base shear force, 
storey drifts and storey acceleration also increase in storey 
displacements and time period is observed.[8]

III. METHODOLOGY

The building's dynamic analysis is done utilizing the 
linear and non-linear time history analytic methods that 
correlate to seismic zone III.

The following is an example of structural modelling with 
LRB.
1) ETABS software is used to create a 3-D model of a 
symmetrical and unsymmetrical (L-shape, T-shape) G+10 
and G+7 storey building structure.

al Properties' is used to define material 
properties. The desired grade of concrete and steel is chosen 
according to Indian IS standards IS 456:2000 and IS 
800:2007 respectively.
3) Define sectional properties is used to assign the 
dimensions of Frame sections.
4) Enter the dimensions of a beam, then the design type 

considered.
5) Enter the dimensions of the column in the similar way, 
and by clicking on the modify/show Rebar command, 
choose the design typ -m2-m3 design).

e Slabs 
sections' command, the slab property can be defined. The 
slab thickness has to be entered, and the modelling type is 

7) After the material properties and section properties have 
been specified, the section properties are given to the 
building model by utilizing the tools available to design 
beams, columns, and slab panels.

isolator. Results showed that the variation in maximum 
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Define- Diaphragm' option is used to define a rigid
and Flexible type of diaphragm.
9) The response spectrum and time history functions for the 
study's targeted seismic zones are defined.
10) Load patterns such as Dead load, Live load, Seismic 
loads, Response spectrum, and Time history load patterns 
are defined by selecting the required load type from the 

11) Load cases are defined by selecting the relevant load 
- Load case' command. The 

terms "dead load," "live load," "seismic static loads," 
"response spectrum," and "time history" are all used to 
describe load scenarios.
12) Add default design load co -
Load combinations,' where ETABS produces load 
combinations for the different loads defined by the user 
based on Indian design codes.
Add default d
combinations,' where ETABS produces load combinations 
for the different loads defined by the user based on Indian 
design codes.
13) Calculate and assign the exterior and internal wall loads 
operating on the structure.
14) Assign the slab panels to the floor completion load and 
the live load.
15) ETABS calculates the self-weight of frame components 
automatically and adds it by default when section attributes 
are provided.
16) Define the term "mass source"
17) Define isolator properties using the 'Link properties' 
option. Select the required link type, in our instance rubber 
isolator and high damping rubber, by defining sectional 
characteristics and link properties. Fill in the appropriate 
high damping rubber values.
18) Now, using the main menu, define spring properties,
19) Define spring properties point springs
The spring is then assigned to the supports. Assign springs 
to the joints.
20) Analyze and run the model.

The Plan configuration consists of
1. Model 1- G+10 Building Rectangular plan
2. Model 2- G+7 Building Rectangular plan
3. Model 3- G+10 Building L-shaped plan Asymmetry,  
4. Model 4- G+7 Building L-shaped plan Asymmetry,  
5. Model 5- G+10 Building T-shaped plan Asymmetry
6. Model 6- G+7 Building T-shaped plan Asymmetry

Rubber bearings were simulated in ETABS using 
hysteretic isolator linkages. At the foundation level, an 
isolator link is assigned to each column as a single joint 
member to connect the superstructure to the ground. Rubber 
with a lot of dampening as a rubber isolator link, bearing 
links were used. The Link/Support Property in ETABS 
determines how link elements behave. Mechanical activity 
in six directions is represented by directional attributes U1, 
U2, U3, R1, R2, and R3. Axial deformation (U1) has solely
linear qualities, while shear deformations (U2, U3) have 
both linear and nonlinear features. Also, the tensional 

deformation (R) around U1 is merely linear. Rotations 
above U2 and U3 are solely linear (R2 & R3). The isolator 
linkages' internal deformations are believed to be 
independent of one another.

Figure 2. Plan and Isometric view of Model-1 with LRB G+10

Figure 3. LRB Isolator installed at the fixed supports

Figure 4. Plan and Isometric view of Model-3 with LRB G+10
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Figure 5. Plan and Isometric view of Model-5 with LRB G+10

III. SPECIMEN CALCULATIONS 

Assumed Preliminary Data Required for the Analysis of the 
Frame

                                                    TABLE I.
     PRELIMINARY DATA

Type of structure Ordinary Moment 
Resisting Frame

Materials M30, Fe-500

Size of Beams 300x450 mm

Size of Columns 450x750 mm

Depth of slab 150 mm
Wall load

Internal & External
11.14KN/m,
5.57KN/m

Seismic zone III

Zone Factor 0.16
Response Reduction Factor 3

Design of Lead Rubber Bearing
Assume design time period, TD   = 2.5sec (Kelly,1986)

Maximum vertical load on individual column, 

w = 4011kN (For G+10 building)

a) Effective stiffness, Keff =  X kN/m

= X

=2582.637kn/m

b) Design Displacement, Dd= , m

Seismic coefficient CVD= 0.54 (UBC 97, Vol -2, 

Table 16- R, For zone-3 & SD)

=

= 0.33546 m

c) Energy dissipated per cycle, WD =

D2 N-m

= 5% (5% damping is 

considered for the LRB)

= 2*0.311*2582.637*0.335462*1

= 91.306 kN-m

d) Characteristic Strength, Q = , kn

=

=68.0450 kN

e) Pre-Yield Rubber, K2 = Keff - ,

KN/m

= 2582.63 -

= 2379.7972 kN/m
Post Yield stiffness, k1 = 10k2 (Kelly,1986)             

= 23797.97 kN/m

f) Yield Displacement (Distance from 

END -J), DY =  , m

=  

= 0.003177 m

g) Recalculation of Force Q TO QR                                     

= , kN

=

= 68.69559 KN

h) Area of lead plug required, APB =

Yield strength of lead = 10MN/m2 (Mayes and 

Naeim,2000) 

=  = 0.0068696 m
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Diameter of lead plug required,

d = 0.0935232m

i) Recalculation of rubber stiffness Keff to keff(R)

= Keff -

=   2582.637 -

= 2377.8578 KN/m

j) Total thickness of rubber, tr = , m

Maximum shear strain of rubber,

=

= 0.3354618m

k) Shape factor, s =

Horizontal time period = 2sec (Kelly ,1986)

Horizontal frequency, fh = 0.5hz

Vertical frequency, fv = 10hz (Kelly,1986)

                S = 8.3333

l) Area of bearing, ALRB = ,m2

=

= 1.13954

Diameter of bearing = 1.204538m 

m) Single layer rubber thickness, t =

= = 36mm

Number of rubber layers, N = 9.2832

Thickness of shim plates = 2.8mm (Kelly ,1986)

No. of shim plates, n = N-1

= 10-1

                                     = 8.2832

End plates thickness is between 19mm to 38mm, 

choose 25mm

n) Compression modulus, Ec = 6GS2 )

Bulk modulus, K = 249131.94kN/m2

o) Vertical stiffness, kv =

=

= 846286.21kN/m
p) Yield strength, Fy = Q+K2*DY, KN

= 68.04502+ 2379.7972*0.003177

= 75.60556KN

Input values of LRB in ETABS

For G+10 Regular Building 
U1 Effective Stiffness = 846286.211kN/m

U2 & U3 Eff. Stiffness = 2582.637032kN-m

U2 & U3 Eff. Damping = 0.05

U2 & U3 Distance from End-J = 0.0031m

U2 & U3 non-linear Stiffness= 2379.797194kN/m

U2 & U3 Yield Strength = 75.6055688KN

For G+7 Regular Building
Support reaction: 2940KN

U1 Effective Stiffness = 620314.5002kN/m

U2 & U3 Eff Stiffness = 1893.032379kN-m

U2 & U3 Effective Damping = 0.05

U2 & U3 Distance from End-J = 0.00317m

U2 & U3 non-linear Stiffness =1744.353964kN/m

U2 & U3 Yield Strength = 55.41769441KN

V.RESULTS OBTAINED FROM ETABS SOFTWARE:

Time period(sec):

TABLE II.
TIME PERIOD FOR SYMMETRIC BUILDING

G+10 TIME PERIOD 
(Sec)

G+7 TIME 
PERIOD (Sec)

FNA LDI FNA LDI

Fixed 1.913 2.01 1.471 1.471

LRB 3.233 3.23 2.514 2.70

% Change 69% 61% 71% 84%
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TABLE III.
TIME PERIOD FOR UNSYMMETRIC BUILDING

Max storey Displacement(mm)
Story displacement is the lateral displacement of the story

relative to the base
TABLE IV.

MAXIMUM STORY DISPLACEMENT 

Base 
Type

Symmetric 
Plan Asymmetric Plan

G+10 G+7 G+10 G+7 G+10 G+7
R

ectan
gular

Rect
angular

L-
shape

T-
shape

L-
shape

T-
shape

Fixed 26.12 19.125 29.622 27.19 20.18 14.50
LRB 21.04 21.25 26.45 25.84 21.15 16.61

Storey Drift rato
Story drift is the relative displacement of one-story

relative to the other.
TABLE V.
STORY DRIFT

Base 
Type

Symmetric Plan Asymmetric Plan
G+10 G+7 G+10 G+7 G+10 G+7

Rectan
gular

Rectan
gular

L-
shape

T-
shap

e

L-
shape

T-
shape

Fixed 0.0015
6

0.0020
5 0.0018 0.00

125
0.0015
5

0.000
897

LRB 0.0014
6

0.0008
5

0.0012
1

0.00
127

0.0010
57

0.000
848

Base shear(KN):

Base shear is an estimate of the maximum expected 
lateral force on the base of the structure due to seismic 
activity

                                         TABLE VI.
                                        BASE SHEAR

BASE SHEAR (kN)

FIXED LRB

G+10 
L SHAPE

FNA -861.22 -552.35
LDI -932.53 -682.34

G+7
L SHAPE

FNA -800.33 -556.13
LDI -814.76 -599.22

G+10
T SHAPE

FNA -1141.31 -614.47
LDI -1139.66 -775.98

G+7 
T SHAPE

FNA -1165.88 -469.35
LDI -1155.03 -586.83

G+10
Regular

FNA -1040.53 -692.80
LDI -1111.99 -954.27

G+7        
Regular

FNA -1074.34 -723.42
LDI -1083.82 -757.24

1. The study's goal to introduce the base isolation 
approach for symmetric and asymmetric structures 
utilising the ETABS package is achieved.

2. For both L-shaped and T-shaped buildings, the 
magnitude of base shear, Max storey displacement, 
storey drift, and storey shear has been shown to decrease 
with the installation of the Lead Rubber Bearing (LRB).

3. The effect of the base isolator is observed to 
enhance the time period for both G+7 and G+10 storey 
asymmetric structures, indicating that the performance of 
the base isolated structure is superior to the structure 
without any isolation.

4. When analysing a G+7 structure utilising the Non-
linear FNA method, LRB revealed a higher contribution.

5. LRB had a larger impact in lowering the Base shear
for both Linear and Non-Linear analysis for a G+10 L-
shaped and T-shaped structure.

6. The different parameters considered for evaluating 
the structures responses are found to be satisfactory in 
comparative studies made from conventional and 
isolated (G+10, G+7) storied buildings subjected to 
Linear and Non-linear analysis, proving that the base 
isolation technique is flexible to adopt for highly seismic 
areas.

7. The contribution of LRB is found to be more 
effective in asymmetric buildings, whereas it is found to 
be less effective in symmetric structures.
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Abstract: The vehicular population in Hyderabad is around 
50,00,000 (as of 2018), so it is very essential to manage its 
movement and ill effects like noise pollution, traffic congestion, 
waiting time at signals. In this project we have considered one 
of the busiest routes i.e., Chaderghat circle- LB nagar circle, 
these areas have heavy traffic due to college buses, city buses, 
two-wheeler, four wheelers and also heavy trucks (transport 
loaded vehicles). For addressing the traffic congestion, volume 
count survey (by video graphic method), travel time and delay 
survey (by moving observer method), origin-destination survey 
(by license plate matching method) of 7 days i.e. throughout the 
week and for speed-flow-density relationship spot speed study 
at Nalagonda X road, Moosarambagh Signal, and Kothapet is 
to be performed and analyzed. From the calculated data, graph 
of flow v/s density, speed v/s density, speed v/s flow relationship 
is to be developed. From all analyzed data, alternative remedial 
measures are explored. Based on the alternative remedial 
measures best alternative is chosen.

Keywords: Traffic study, Travel time, Traffic congestion, 
Spot speed study

I. INTRODUCTION

Over the last two decades there is a rapid growth in the 
concept of urbanization in India [1]. Due to the urbanization, 
the demand in transportation facilities which are the basic 

[1]. The urban traffic population has increased much more 
due to rapid growth in employment for daily wages as there 
is a boost in urbanization. 

So, it is prime objective of transportation fraternity to 
provide new and impactful solution to the existing situation
for better management [2]. There are situations where metro 
rail is active but the traffic congestion [3] is still the same, 
for example, kothapet signal moosarambagh signal 
Nalgonda X road signal, where the average waiting time of a 
vehicle is considerably more than that of other metro rail 
regions.

II. OBJECTIVES

Controlling the traffic jams on roads due to increase in the 
number of vehicles 

;
Capacity.

of service for a given 
stretch of the road. 

to Nalgonda X road signal in Hyderabad. 

kothapet signal to Nalgonda x road signal in Hyderabad.

signal to Nalgonda x road signal in Hyderabad. 

kothapet signal to Nalgonda x road signal in Hyderabad.

III. TRAFFIC STUDY & ANALYSIS

1. Study Area

Hyderabad is integrated into the National Highway 
Network of India through NH 44, NH 65, NH 163, NH 765, 
NH 765D, while four State Highways SH1, SH4, SH 6, SH 
19 originate/terminate in Hyderabad. Hyderabad has a 
vehicle population of nearly 48 lakhs and is the highest after 
Delhi, Bengaluru, Chennai and Mumbai.

Kothapet signal to Nalgonda X Road signal is one of the 
busiest roads in Hyderabad; it has very increased variations 
of the traffic at different time. It has a very high traffic 
congestion during morning and evening due to which the 
travel time increases, on of 5 the reason for the traffic 
congestion is given below and the other is covered in the 
other sections

Road from Kothapet signal to Nalgonda X Road signal. 
This road is also one of the oldest and popular roads of the 
city area. Length of the study area=4.6km No. of lanes=4 
and 3 lanes

2. Travel Time Study

The objective of Travel Time and Delay Study is to 
calculate the quality of traffic movement along a route and 
to fix the locations, types, and extent of traffic delays by 
moving test vehicle method [4].

CVR College of Engineering
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From the data analysis it is revealed that on Sunday the 
Average journey time, average running time and delay is 
lowest compared to working day. While the average journey 
time and delay time from Nalgonda X road signal to 
Kothapet signal at morning hours (Peak hours (8:00Am 
10:30Am)) and from Nalgonda X road signal to Kothapet 
signal at evening hours (Peak hours (4:00Pm 6:00Pm)) is 
more compared to the Sunday and afternoon hours of the 
weekdays.

Fig 1 shows the graph representation of travel time survey 
on a particular day.

This travel time and delay time may increase in the future 
with the increase in vehicular number [5], certain measures 
should be taken to overcome this issue, remedial measures 
are covered at the conclusion.

3. Spot Speed Study & Volume Count Survey

Speed is defined as distance per time of travel, and it 
depends on every trip. It may change according to the 
volume of traffic.

The stopwatch method is used for spot speed study 
analysis using a small sample size taken over a relatively 
shorter period of time. The stopwatch method is a quick and 
economical method for collection of speed data.

The analysis is primary to achieve the objective. Collected 
data is compiled in a tabulation after the collection of data in 
the below mentioned way for analyzing the data. Analysis is 
done to know the key parameters such as Mean Speed of the 
vehicle, 85th Percentile Speed, 98th Percentile Speed, 50th 
Percentile, Mode, Median and Speed variance.50th 
percentile speed signifies the average speed of the traffic
[10]. The 85th percentile speed signifies the speed at which 
85% of the observed vehicles are travelling at or below the
particular speed, this percentile speed used in recommended 
for posted speed limits based on the assumption that 85% of 
the drivers are travelling at a speed they recognize to be 
safe. The 98th percentile speed is the speed at which 98% of 
observed vehicles are travelling at or below that particular 
speed. The 98th percentile is considered as the design speed.

i. At moosarambagh towards Nalgonda X road signal, for 
vehicle type:2-wheeler on Monday:

Maximum Speed = 85th Percentile Speed= 33.71 Kmph 
Minimum Speed = 15th Percentile Speed= 20.28 Kmph
Design Speed = 98th Percentile Speed= 36.96Kmph 
Median Speed = 50th Percentile Speed= 27.44 Kmph

ii. At moosarambagh towards Nalgonda X road signal for 
vehicle type: 4-wheeler on Monday:

Maximum Speed = 85th Percentile Speed= 35.69 Kmph 
Minimum Speed = 15th Percentile Speed= 15.61 Kmph
Design Speed = 98th Percentile Speed= 41.02 Kmph 
Median Speed = 50th Percentile Speed= 27.62 Kmph

iii. At moosarambagh towards Nalgonda X road signal for 
vehicle type: 2-wheeler on Sunday:

Maximum Speed = 85th Percentile Speed= 41.61 Kmph 
Minimum Speed = 15th Percentile Speed= 25.19 Kmph 
Design Speed = 98th Percentile Speed= 49.29 Kmph
Median Speed = 50th Percentile Speed= 39.69 Kmph

iv. At moosarambagh towards Nalgonda X Road signal for 
vehicle type: 4-wheeler on Sunday:

Maximum Speed = 85th Percentile Speed= 35.56 Kmph 
Minimum Speed = 15th Percentile Speed= 20.31 Kmph 
Design Speed = 98th Percentile Speed= 48.83 Kmph
Median Speed = 50th Percentile Speed= 27 Kmph

Table 1 Shows the data with respect to the spot speed 
study.

The design speed should be adopted based on the isolated 
speed limit of the road. The vehicles found in the lower 15 
percent are considered to be travelling arbitrarily direct and 
those saw over the 85th percentile is thought to outstrip a 
secured and reasonable speed. 85th percentile could be a 
deciding factor for fixing the speed limit because it is 
protected and reasonable under favorable conditions.

Traffic Volume Count is usually expressed in terms of 
Passenger Car Unit (PCU). The main objective of the 
ordered traffic volume count is to know the traffic the traffic 
patterns based on the data collected, and also to provide 
feasible solution for nullifying the problem identified [6],
[11].
The Traffic Volume survey was conducted on 17-02- 2020 
(Monday), 21-02-2020 (Friday), 23-02-2020 (Sunday), in 
the Morning and Evening peak hours. The volume of 
vehicles is obtained from video recording, then forecasted 
for the future to take the remedial measure for the future, the 
ultimate goal of the project is to forecast the flow for the 
future and take necessary measures for the future [7].

4. Origin - Destination Survey:

An origin-destination study is used to determine travel 
patterns of traffic on an installation during a typical day. 
They are useful in assisting long-range traffic planning [9].
From the road side interviews, it clearly indicates that most 
of them use this route for work and schools/college, which 
indicates that in future time there will be heavy increase in 
the vehicles due to the road being the intermediate for the 
work purpose and schools/college.

5. Level of Service

Level-of-Service (LOS) is introduced by HCM to denote 
the level of quality one can derive from a local under 
different operation characteristics and traffic volume [8],
[13]. Level of service is nearer to C during the non-peak 
hours and may go upto D, and level of service is nearer to D 
and may go upto E during peak hours, the level of service is 
E, at moosarambagh signal towards Nalgonda X road signal 
during morning and evening at Nalgonda X road signal 
towards Moosarambagh signal. Level of service will be 
beyond F in the future traffic conditions.
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IV. HELPFUL HINTS

A. FIGURES AND TABLES

Fig1: Travel time and delay time during morning hours 
throughout the week from Kothapet signal to Nalgonda X 
road signal (8:30am -10:30am)

TABLE I.
SPOT SPEED STUDY ON MONDAY FOR 2-WHEELERS

V. CONCLUSIONS

As the number of vehicles has increased much rapidly 
resulting in congestion. If the count of vehicles increases by 
next 8-10 years, then there will be serious in congestion on 
the roadways and commuters will face very much difficulty. 
It is a clear message that regulatory bodies will have to take 
a big leap, especially in terms of traffic management in 
cities like Hyderabad. So, we need to step up and bring a 
change on road capacity and maintain proper level of service 
or reduce it to minimum. If more and more public transport 
is utilized, then there are more chances of reducing the LOS 
to minimum level. From our study we had observed a LOS 
C, D, E and F, which is increasing the travel time of 

commuters and at times it causes headache to the drivers and 
commuters as well.

Need of bus facility as major transport mode with the 
frequency of 1 bus/minute. Parking facilities like Multilevel 
parking should be provided with user charges. Parking 
facilities need to be improved, which also acts as commuters 
more travel time and due to this congestion comes into 
picture. Real-Time Traffic Feedback: The real-time traffic 
feedback, not just for where exactly the streetcar is at all 
times but also the traffic around the downtown area, that 
shows available parking spaces, etc. will affect the use of 
public transit. Real-time traffic feedback also makes 
conce to sell to 

[12].
Autonomous Vehicle Technology: Autonomous vehicles are 
likely to reduce congestion with fewer accidents and driver-
caused traffic. It would eliminate human error that causes 

m
effect of a driver braking in the middle of a freeway. As a 
long-term solution, Skybus technology can be implemented 
rather than that of metro train.
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Abstract: Tomatoes are the most commonly used vegetable 

for cooking purposes and the fastest damaging vegetable in its 
lifetime. Tomato waste is a low-cost source of organic 
compounds, such as antioxidants, soluble dietary fibers, and 
vitamins. The high initial moisture content of fresh tomato 
pomace makes this waste susceptible to the Digestion process. 
Tomato waste or any organic waste using an anaerobic 
digestion process will produce the biogas and also generates 
greenhouse gases like CO2, CH4, and other trace elements.  But, 
to increase productivity adding sewage sludge (as a second 
substrate) also called a Co-substrate. The addition of two 
substrates in a digestion process is called as Co-Digestion 
process. This process will increase the C/N ratio, Alkalinity, 
Total solids, etc., which will balance the key parameters to 
speed up the digestion process and eventually biogas 
production. The biggest role in biogas production 
is played by different types of microorganisms that consume 
the organic matter, and it will reduce the strength of the waste 
microorganisms like saprophytic bacteria and methanogenic 
bacteria will play into action in the digestion process. 

  
Index Terms: Tomato waste, Anaerobic Digestion, Biogas, 

Greenhouse gas, Microorganisms. 

I.  INTRODUCTION   

Organic waste output has increased significantly in recent 
years. Included are food leftovers, discarded fruit and 
vegetables, garden refuse, and other organic waste [1]. For 
this organic waste, treatment is urgently required. Aerobic 
and Anaerobic treatment processes are available for treating 
organic waste [2]. Aerobically processing organic waste 
consumes a lot of space, has an unpleasant odor, and creates 
greenhouse gases like CH4 and CO2 [2]. Anaerobic digestion 
is processing organic matter in an enclosed (airtight) space 
with the help of bacteria to degrade the organic matter and 
convert the waste into a useful product like Biogas [3]. 
Anaerobic Digestion can be done in two ways; those are 
 1. Mono-Digestion. 

2. Co-Digestion. 
Mono-digestion (i.e., anaerobic digestion using one 

feedstock) suffers from challenges associated with feedstock 
characteristics [4].  

Co-digestion using multiple feedstocks provides the 
potential to overcome these limitations [4]. 

Two bacterial groups are used in the anaerobic digestion 
process to break down organic matter and create biogas, 
which has productivity of 0.45 Nm3/Kg/V and helps to 
lower the density and strength of waste [5]. Saprophytic 
bacteria are collectively referred to as acid formers.  

 
Figure 1. Simplification of Anaerobic Digestion 

 
Methanogenic bacteria exploit the volatile fatty acids 

produced by saprophytic bacteria to create methane gas as a 
consequence of their metabolism [5]. This methane gas may 
be utilized as a source of energy for household and 
commercial purposes as well as fuel for automobiles. The 
digestion process is carried out in four stages by different 
types of microorganisms. The four stages are followed 
Hydrolysis, Acidogenesis, Acetogenesis, and 
methanogenesis [6]. In the hydrolysis process, organic 
matter breaks down into small pieces by microorganisms in 
the digestion, Acidogenesis will break down the remaining 
organic matter into the smallest pieces by releasing acids 
and forming volatile fatty acids. Using these VFA produces 
some gas in the Acetogenesis process [7]. Methanogenesis 
bacteria convert the biogas into methane gas. Temperature 
(37o C) is the key parameter for these microbes to survive in 
the digester [7]. 

Anaerobic decomposition may be built and developed to 
operate in a wide range of configurations, including batch 
vs continuous processes, mesophilic vs thermophilic 
temperature conditions, high vs low particulate particles, 
and single vs. multistage processes [8]. 

Because batch process digesters need more initial 
construction money and a bigger volume of digesters 
(spread across numerous batches) to manage the same 
quantity of waste as continuous process digesters, they are 
more difficult to design but may be more cost-effective [9]. 
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TABLE I.
DESIRABLE CONDITIONS FOR ANAEROBIC DIGESTION

Operational Parameters Optimum Range

Temperature

Psychrophilic (<20℃)

Mesophilic (20.-40℃)

Thermophilic (45-60℃)

Hyper-thermophilic (>60℃)

pH 6.8-8.8

Alkalinity 2000-5000 mg/l 
as CaCO3

Carbon to nitrogen ratio (C: 
N) 20-30

The substrate to inoculum 
(I/S) 0.5-2 and 2-3

Retention time 10-50 days

Volatile fatty acids  VFA<8000mg/l           

Ammonia (NH3)        NH3<700mg/l 

Hydrogen sulfide (H2S) H2S<200mg/l

II. MATERIAL AND ITS COLLECTION 

A. Tomato Waste (Substrate) 
Tomato waste is collected from the local Erragadda 

vegetable market located in Hyderabad, India. It generates 
100 kg of tomato waste daily. Which is a low-cost source of 
organic compounds, such as antioxidants, soluble dietary 
fibers, and vitamins. Fresh tomato pomace has a high initial 
moisture level, making it vulnerable to anaerobic digestion, 
which produces biogas from tomato waste and other organic 
waste [10]. The seeds are included as a source of edible oil, 
while tomato seed flakes are listed as a source of protein. 
The peel component of the trash contains significant 
amounts of phenolic and carotenoids [10]. The seeds are a 
source of protein (35%) and fat (60%) and account for 
around 10% of the fruit and 60% of the total waste, 
respectively (25%). They have a complex composition, with 
17.6% protein, 2.2 percent fat, and 52.4 percent fiber.
Essential amino acids accounted for 34.2 percent of total 
protein, with leucine being the most abundant, followed by 
lysine and isoleucine [11]. Unsaturated fatty acids made up 
77.04 percent of total fatty acids, with linoleic acid being the 
most common [11].

B. Sewage sludge (Co-substrate) 
Sewage sludge is collected from the Sewage Treatment 

Plant (STP) located at CVR College of Engineering, 
Hyderabad, India. Which is the Institutional drainage waste
like Toilet waste, Flush waste, Hostel kitchen cleaning 
waste, etc. Sewage sludge, commonly referred to as bio 
solids, is the leftover, semi-solid material, which has high 
organic matter and moisture content. 

The specific gravity, solids concentration as the relative 
proportion of solids, and sludge volume index (SVI) are 
some of the significant Physic-chemical parameters of 
sewage sludge [12]. In general, sewage sludge has a 20 
percent fat content, a 50 percent carbohydrate content 
(sugar, starch, and fiber), a 30 to 40 percent organic matter 
content, a 3 percent total nitrogen content, a 1.5 percent total 
phosphorus content, a 0.7 percent total potassium content, a 
10 to 20 percent C/N ratio, and a high concentration of 
heavy metal ions [13]. 

C. Inoculum 
A little amount of material called an inoculum is used to 

start a culture containing bacteria, viruses, or other microbes 
[14]. In biology, the source substance utilized for 
inoculation is referred to as an inoculum. Inoculum is a 
material used as the inoculation source for a vaccine in 
medicine. In microbiology, pathogens are cells, tissues, or 
viruses used to inoculate a fresh culture [14].

Primary and secondary inoculum, which result in primary 
and secondary infection, are the two different forms of 
inoculum. The term "primary inoculum" refers to pathogens, 
such as spores, mycelium, etc., that overwinter or over 
summer and start an infection. During the same growing 
season, infections result in the production of secondary 
inoculum. Applying inoculum to a host is the procedure of 
vaccination [14]. Which is collected from the Biogas 
digestion reactor located at CVR College of Engineering, 
Hyderabad, India. 

D. Cow Dung 
Cow dung, often known as cow pats, cow pies, or cow 

manure, is the feces of bovine animals. Domestic cattle 
("cows"), bison ("buffalo"), yak, and water buffalo are 
among these animals. Cow dung has antibacterial and 
prophylactic (disease-preventive) qualities, according to 
research [3]. Several investigations have found that cow 
dung extract has potent antibacterial properties against a 
variety of harmful microorganisms [3].  

It also contains 24 more minerals, such as nitrogen and 
potassium, as well as minute quantities of sulfur, iron, 
magnesium, copper, cobalt, and manganese. It has been 
discovered that the antibacterial qualities of cow manure 
from a variety of cows are efficient against Klebsiella 
pneumonia [4]. 

Indian cow dung has demonstrated antimicrobial activity 
against all tested microbes and had stronger antibacterial 
activity than other cow dung extracts [4]. 
The milk, dung, and urine of the cow can be used to cure 
illnesses including psoriasis, skin conditions, eczema, 
arthritis, inflammation, leprosy, and more. Cow urine is also 
utilized as a medicine in India, Nigeria, Nepal, and 
Myanmar [3].

However, this behavior has dramatically increased since 
the COVID19 epidemic hit India. Under the name of "cow 
dung therapy," many people are consuming cow dung and 
urine for COVID treatment. Hundreds of Hindu activists 
celebrated by drinking cow urine last year in India. Cow 
Dung is collected from the dairy form at a local place [3]. 
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TABLE II.
PROXIMATE ANALYSIS OF SUBSTRATE MATERIALS

Name pH Alkalinity
(mg/l)

Total 
Solids
(%)

Volatile 
Solids
(%)

Tomato waste
4.65 370 6.65

92.48
of TS

Sewage sludge
8.21 750 16.41

98.17
of TS

Inoculum 6.85 580 5.3
75.47
of TS

Cow Dung 5.74 395 6.65
91.72
of TS

III. METHODOLOGY AND PROCEDURE

The entire experimental setup was carried out in a 120 ml 
capacity sample digester bottle with a working volume of 
50, 70, and 90 ml, and the remaining space is left for biogas 
production. Total two levels were performed in this work,
those are Mono-Digestion and Co-Digestion.
Mono-Digestion (only Tomato waste) 
Co-Digestion (Both tomato waste and sewage sludge) 

In both conditions, the Inoculum to substrate ratio (I/S) 
plays a major role in the digestion process and increases the 
productivity of biogas. But higher I/S ratio will damage the 
entire digestion process. I/S ratio is taken in different 
proportions like 1, 2, and 3. In these 3 instances, mono and 
co-digestion were tested for better results. 

All the substrate materials which are collected for 
anaerobic co-digestion are blended into semi-solid form to 
reduce the particle size by using organic free distilled water 
with the ratio of 1:1 (substrate: distilled water).  

These samples are collected in the required composition 
and tested for proximate analysis in the laboratory. The 
results are as follows. 

TABLE III.
COMPOSITION OF MONO-DIGESTION

Parameter
Mix-I
(ml)

Mix-II
(ml)

Mix-III
(ml)

Tomato waste 20 20 20

Inoculum 20 40 60

Cow dung 10 10 10
Effective volume 50 70 90

Bottle capacity 120 120 120

TABLE IV.
COMPOSITION OF CO-DIGESTION

Parameter Mix-IV 
(ml)

Mix-V
(ml)

Mix-VI
(ml)

Tomato waste 10 10 10

Sewage sludge 10 10 10

Inoculum 20 40 60

Cow dung 10 10 10

Effective volume 50 70 90

Bottle capacity 120 120 120

Figure 2. 120 ml capacity Sample Digester Bottle. 

Figure 3. Sample Preparation. 

Here the temperature is the key factor for the anaerobic 
condition. Proper conditions like pH, Alkalinity, and 
temperatures will affect the production of biogas and 
methane. PH and alkalinity are adjusted in the sample, by 
adding buffer solutions, and proper temperature will be 
maintained by placing in a BOD incubator. 

The sample digester bottles are kept in BOD 
(Biochemical Oxygen Demand) Incubator at 350 C for about 
the entire degradation is completed. Biogas and methane gas 
are collected regularly.  

TABLE V.
PROXIMATE ANALYSIS OF MONO-DIGESTION

Mix Design pH Alkalinity
(mg/l)

Total 
Solids
(%)

Volatile 
Solids
(%)

Mix-I 8.3 650 5.3 75 of TS

Mix-II 8.8 645 6.8 70 of TS

Mix-III 8.2 662.5 8.1 65 of TS
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TABLE VI.
PROXIMATE ANALYSIS OF CO-DIGESTION

Mix Design pH Alkalinity
(mg/l)

Total 
Solids
(%)

Volatile 
Solids
(%)

Mix-IV 8.1 605 5.4 70 of TS

Mix-V 8.1 632.5 5.5 75 of TS

Mix-VI 8.2 645 5.6 71 of TS

IV. RESULTS

TABLE VII.
CUMULATIVE RESULTS OF MIX-I 

Sample Biogas
(ml)

Average 
Biogas 

(ml)
Methane
gas (ml)

Average 
methane 
gas (ml)

Sample-I 1256
1273.59

730.12
750.48Sample-II 1292 771.78

Sample-III 1273 755.55

Figure 4. Graphical representation of Mix-I 

TABLE VIII.
CUMULATIVE RESULTS OF MIX-II

Sample
Biogas

(ml)
Average 
Biogas 

(ml)

Methane
gas (ml)

Average 
methane 
gas (ml)

Sample-I 1144
1258.38

681.98
717.85Sample-II 1461 829.31

Sample-III 1152 642.6

Figure 5. Graphical representation of Mix-II

TABLE IX.
CUMULATIVE RESULTS OF MIX-III 

Sample Biogas
(ml)

Average 
Biogas 
(ml)

Methane
gas (ml)

Average 
methane 
gas (ml)

Sample-I 684
762.78

356.53
391.85Sample-II 788 413.7

Sample-III 816 405.02

Figure 6. Graphical representation of Mix-III

X.
CUMULATIVE RESULTS OF MIX-IV

Sample Biogas
(ml)

Average
Biogas 

(ml)
Methane
gas (ml)

Average 
methane 
gas (ml)

Sample-I 888
887.27

572.3
595.76Sample-II 924 566

Sample-III 850 649

Figure 7. Graphical representation of Mix-IV

TABLE XI.
CUMULATIVE RESULTS OF MIX-V 

Sample Biogas 
(ml)

Average 
Biogas 

(ml)

Methane 
gas (ml)

Average 
methane 
gas (ml)

Sample-I 1680
1648.32

1089.76
1092.1Sample-II 1630 1125.9

Sample-III 1635 1063.45

TABLE 
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Figure 8. Graphical representation of Mix-V 

TABLE XII.
CUMULATIVE RESULTS OF MIX-VI

Sample Biogas 
(ml)

Average 
Biogas

(ml)
Methane 
gas (ml)

Average 
methane 
gas (ml)

Sample-I 612
561.18

359.07
327.62Sample-II 510 303.33

Sample-III 562 329.02

Figure 9. Graphical representation of Mix-VI

TABLE XIII.
PROXIMATE ANALYSIS OF MONO-DIGESTION

Mix Design pH Alkalinity
(mg/l)

Total 
Solids
(%)

Volatile 
Solids
(%)

Mix-I 3.85 300 3.1 58 of TS

Mix-II 4.1 350 2.7 55 of TS

Mix-III 3.9 350 2.8 57 of TS

TABLE XIV.
PROXIMATE ANALYSIS OF CO-DIGESTION

Mix Design pH Alkalinity
(mg/l)

Total 
Solids
(%)

Volatile 
Solids
(%)

Mix-IV 3.74 329 2.4 58 of TS
Mix-V 3.68 312 2.7 55 of TS
Mix-VI 3.67 296 2.9 57 of TS

V. COMPARISONS AND DISCUSSION

Day to Day Biogas was collected from all the mixes, into 
a Glass syringe (50 ml capacity) from Digester bottles for 
around 60 days. Generally, Biogas contains majorly Carbon 
dioxide (CO2), Methane (CH4), and other trace elements.
Collected Biogas then passed through Potassium Hydroxide 
Solution (KOH) to separate the Carbon Dioxide from the 
biogas.  

From Table VII. Biogas and methane gas were collected 
for around 60 days, Cumulative biogas was about 3821 ml 
and methane gas was 2257.45 ml. The percentage of 
methane is around 59%. 

From Table VIII. Biogas and methane gas were collected 
for around 60 days, Cumulative biogas was about 2757 ml
and methane gas was 2153.89 ml. The percentage of 
methane is around 78%. 

From Table IX. Biogas and methane gas were collected 
for around 60 days, Cumulative biogas was about 2288 ml 
and methane gas was 1175.25 ml. The percentage of 
methane is around 58%. 

From Table X. Biogas and methane gas were collected 
for around 60 days, Cumulative biogas was about 2662 ml 
and methane gas was 1787.3 ml. The percentage of methane 
is around 67%. 

From Table XI. Biogas and methane gas were collected 
for around 60 days, Cumulative biogas was about 4945 ml 
and methane gas was 3279.11 ml. The percentage of 
methane is around 70%. 

From Table XII. Biogas and methane gas were collected 
for around 60 days, Cumulative biogas was about 1684 ml 
and methane gas was 991.42 ml. The percentage of methane 
is around 58%. 

TABLE XV.
AVERAGE RESULTS OF BIOGAS AND METHANE

Mix
Average

Biogas (ml)
Average

methane gas (ml)

Mix-I 1273.59 750.48
Mix-II 1252.38 717.85
Mix-III 762.78 391.85
Mix-IV 887.27 595.76
Mix-V 1648.32 1092.10
Mix-VI 561.18 327.62

Figure 10. Graphical representation of Biogas for  
Mono VS Co-Digestion.

28 CVR College of Engineering



Figure 11. Graphical representation of Methane gas for 
Mono VS Co-Digestion. 

From the overall results, Mix-V achieved the maximum 
amount of biogas and methane gas production, among all 
other mixes in the stipulated time (i.e., 60 days). 

Mix-V design is the Co-digestion process, this mix 
contains Tomato waste (10 ml), Sewage sludge (10 ml), 
Inoculum (“2”, I/S ratio), and Cow dung (10 ml).

Inoculum to substrate ratio plays a major in this anaerobic 
digestion process, Lower I/S ratio achieves good results in 
the mono-digestion process. Adding sewage sludge to the 
mono-digestion process (i.e., Co-digestion) produces better 
results compared to mono-digestion. 

VI. CONCLUSIONS

Based on the achieved results from the Experimental as 
well as Graphical representations of Anaerobic Digestion: 
The production of Biogas & methane gas is achieved in all 
the mixes. Among those mixes, Co-Digestion, 1:1 
Proportion of tomato waste with Sewage sludge (T: S), and 
the Inoculum to substrate (I/S) ratio, “2.0” achieved the 
highest production of methane gas. Compared to Mono-
Digestion. 
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Abstract: The Received Signal Strength Indicator (RSSI) is a
low-cost ranging technique that is commonly used to locate 
nodes in outdoor Wireless Sensor Networks (WSNs), however 
it can sometimes provide erroneous position estimations. This 
is mostly due to the interplay between the reference nodes' 
influence on distance estimation mistakes and localization 
geometry. Analysis of distance estimation errors and 
localization geometry is necessary for the development of 
methods for decreasing location error. This work seeks to 
enhance the quality of range-based trilateration localization for 
WSN nodes in a variety of outdoor environments in order to 
meet these difficulties. Analyses of the localization error caused 
by range error and localization geometry have been performed 
using actual RSSI measurement data. An Adaptive Range-
Based Localization (ARBL) technique is suggested that utilizes
trilateration and reference node selection to enhance location 
accuracy and precision; its performance is then assessed by 
analyzing the gathered data. The technique makes use of a 
number of different permutations of reference nodes in order 
to determine the most accurate way to predict a node's position 
at any given instant. Based on the findings, it seems that the 
suggested method is effective in lowering the location error. As 
such, it may be concluded that range-based trilateration 
localization can provide enough location precision.

Index Terms: Wireless Sensor Networks, ARBL Method, 
Trilateration, Reference Node Selection, Localization, Anchor 
Nodes.

I. INTRODUCTION

Over the last two decades, academics have become more 
interesting in the challenge of pinpointing individual nodes 
inside WSNs. Knowledge of node locations is helpful or 
perhaps required for many operations, services, and 
applications in wireless sensor networks [1-3], making 
localization one of the key services in WSNs. As a result of 
their purpose-built nature, WSNs are limited in how they 
may be configured compared to generic networks [1, 4].

Also, the nodes in a WSN are under far more severe 
resource limitations (e.g., limited communication range, and 
limited energy, processing, memory, and storage capacity).
Localization methods and protocols in WSNs are also 
subject to these limitations. Global Navigation Satellite 
Systems (GNSS), like GPS and GLONASS, provide a 
standard method for pinpointing a specific position.
However, on a wide scale, installing a GNSS receiver on 
every node in a WSN is neither a viable option nor a very 
efficient use of resources. In addition, the receiver's range is 
reduced in some natural settings, such as thick vegetation or 
urban canyons. Because of this, it was needed to look for 
substitute approaches. Reference nodes (anchors, beacons, 

landmarks, or seeds) are used in anchor-based localization 
since their positions are known in advance [2, 3, 5-7].

Reference nodes either has a Global Navigation Satellite 
System (GNSS) receiver installed or has their positions 
defined manually. In order to determine their own positions, 
unknown (unlocalized) nodes require a localization 
technique to combine the coordinates of reference nodes 
with distance (or angle) estimations and other information.
Wireless sensor network localization methods are often split 
between range-based and range-free categories [2, 6-10]. In 
localization, range-based algorithms rely on estimated inter-
node lengths or angles, whereas range-free methods make 
advantage of connection (through hop counts, for instance) 
or pattern matching (by fingerprinting, for instance) to 
pinpoint a device's precise location. Time of Arrival (ToA), 
Time Difference of Arrival (TDoA), Angle of Arrival 
(AoA), and received signal strength indicator are all ranging 
techniques that may be used in range-based localization to 
provide distance or angle estimations (RSSI). An unknown 
node's position can be estimated using a location 
computation technique such as Lateration [5, 11] 
(trilateration or multilateration), Min-max (bounding box) 
[11, 12], or a probabilistic approach based on the distance 
estimations to the reference nodes and the reference nodes' 
coordinates (e.g., maximum likelihood).

The advantages and disadvantages of RSSI-based 
localization are comparable to those of other range-based 
methods. On the one hand, it is an inexpensive and energy-
efficient method that can be used to sensor networks with 
the addition of only a radio transceiver. However, this 
method is very dependent on ambient circumstances, 
therefore it frequently provides erroneous range and position 
estimations [13-16]. The accuracy of a localization method 
that uses a range mostly is determined by the interaction 
between the ranging error and the localization geometry, or 
the positions of the reference nodes in relation to the 
unknown node. This is because the range errors and 
localization geometries shift based on the reference nodes 
that are employed, and so the magnitude of the localization 
error also shifts. As an added bonus, certain methods of 
location calculation are less sensitive to range faults and/or 
localization geometries than others.

Trilateration is a common low-cost method for calculating 
locations, although it is very dependent on the accuracy of 
the rangefinder and the positions of the reference nodes.
Depending on the chosen set of reference nodes, this might 
lead to unexpected discrepancies in the position estimations.
Furthermore, the same set of reference nodes may succeed 
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in identifying one unknown node but fail in identifying 
another. Consequently, if you want to get sufficient location 
accuracy, you need to pick relevant reference nodes in each 
scenario. Findings show that the ARBL method may 
significantly cut down on location error, achieving results 
that are very near to ideal for a given set of reference nodes.
This demonstrates that practical and precise position 
estimations may be achieved, despite tough and variable
outside settings, by making use of appropriate 
methodologies and data. In conclusion, our research sheds 
light on the viability of RSSI- and range-based localization 
in wireless sensor networks. 

The specific organization of the article is as follows. 
Related techniques to the ARBL algorithm are presented in 
Section II. In Section III, a general overview of localization 
techniques is presented. Section IV introduces the network 
setup and simulation results of the proposed algorithm and 
Section V draws the conclusions.

II. RELATED WORKS

Various recent reviews (e.g. [2, 5-10, 17, 18]) have 
categorized and presented some of the many localization 
algorithms and strategies introduced in recent years for use 
in WSNs. Several articles pertinent to our approach are 
discussed below; these studies examine localization 
techniques based on trilateration and make use of reference 
node selection.

A. Anchor- and Range-based Trilateration Localization 
Algorithms

Numerous algorithms and methods for localization based 
on anchors and ranges have been developed in recent years, 
and many of them rely on trilateration [2, 5, 6, 8]. The 
impact of localization geometry on location inaccuracy has 
been researched extensively yet is ignored by most range-
based (and range-free) techniques. An integral aspect of 
range-based localization, especially for trilateration-based 
localization, is the selection of reference nodes. The quality 
of the localization is significantly impacted by the choice of 
reference nodes and so cannot be neglected.

B. Reference Node Selection Algorithms
Few researches have been done on reference node 

selection methods, despite the popularity of anchor-based 
localization. As an example, see [19-23] and [24] for further 
reading on this topic. An approach for selective anchor node 
localization (SANLA) is proposed in [19]. In SANLA, an 
unidentified node determines its position using a series of 
Trilaterations, in which one of the anchor nodes is fixed (the 
reference node), and two are the combinations of the other 
anchors. The fixed reference node's position is then 
calculated using the same anchor combinations as before, 
but this time applied to the unknown node.

The unknown node can then be informed of the 
coordinates that created the least amount of inaccuracy when 
compared to the genuine ones. The unknown node may now 
determine which of its previous location estimations yielded 
the most accurate result and use that coordinate as its own.

In [11], the authors suggested a Trilateration-based 
approach for selecting reference nodes. To determine if any 

of the reference triplets may form a nearly equilateral 
triangle, the unlocalized node calculates the distances 
between each pair of nodes. Next, the location estimates are 
calculated using all the feasible equilateral triangles, and the 
mean is used as the final estimate.

In [16], the CIL algorithm, or confidence-based iterative 
localization, is presented. Quality of Trilateration (QoT) is 
the foundation of CIL; it is a probabilistic metric that 
reflects the precision of a given trilateration by quantifying 
the geometric connection between the reference nodes and 
the range errors. Each node in CIL is assigned a confidence 
value that reflects how sure the network is about that node's 
location estimate.

For trilateration, a node's confidence is calculated by 
multiplying its Quality of Trilateration (QoT) with the 
confidence of its reference nodes. Ttrilaterations are used to 
iteratively move from high-confidence nodes (beacons with 
positioning devices) to low-confidence nodes (others) in the 
localization process to accomplish this. Reference nodes 
(localized nodes) send location data to an unlocalized node 
with varying degrees of certainty.

An unidentified node uses the most reliable trilateration to 
pinpoint its current location at each successive step. If a 
more precise position becomes available at any moment, the 
initial estimate can be updated accordingly. The 
experimental and computational findings demonstrate that 
CIL considerably enhances the precision of location 
estimates.

A study [12] presented an error-based distributed 
reference node selection technique for trilateration 
localization. The programme follows three guidelines for 
making the most informed decision when choosing anchor 
nodes for trilateration. Two related rules stipulate that the 
reference triangle's smallest internal angle must be more 
than 13 degrees, and that its shortest edge must be as long as 
feasible. The third principle stipulates that the distances 
between the unknown node and the reference nodes should 
be as comparable as feasible, as this also influences the 
accuracy of the localization. Simulations proved the 
algorithm's competitive performance. Although the 
simulations show promise, the distance errors imposed may 
be overly optimistic, especially if RSSI is employed for 
ranging.

In [14], the authors offer an enhanced trilateration 
localization technique called ITL-MEPOSA, which reduces 
the spread of uncertainty by choosing anchor nodes with 
maximum efficiency. Uncertainty data is defined by the 
authors as the standard deviation of sequential distance 
estimations between an unknown node and an anchor node.

When choosing anchor nodes, it's best to pick the three 
with the lowest product of the mean distance estimate and 
the related uncertainty information. Trilateration makes use 
of these anchor nodes and the related mean distance 
calculations. In contrast, the impact of localization geometry 
is ignored.

III. LOCALIZATION TECHNIQUES

Some ranging approach (RSSI, ToA, TDoA) is used to 
estimate the internode distances, and an appropriate location 
computation technique is used to calculate unknown node 
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positions; these are the two main components of a typical 
range-based localization procedure. In this setting, any 
ranging approach can be used to acquire the distance 
estimations required for localization. Since the focus of this 
research is on estimating distances using RSSI, it was 
necessary to go through some of the standard methods for 
doing so. Additionally, a brief discussion is provided on 
some of the most important parameters influencing the 
precision of RSSI and range-based localization.

A. RSSI-based Ranging
RSSI-based ranging methods work on the idea that a radio 

signal decays (its amplitude lowers) as it moves away from 
the transmitter. The log-normal shadowing model is often 
applied to represent radio signal route loss, and it is stated in 
[10, 15]). :

(1)
where, Pr(d) (or RSSI(d)) is the received power in dBm at 

distance d [m] from the transmitter, Pr(d0) (or RSSI(d0)) is 
the received power in dBm at the reference distance d0
(usually 1 m) from the transmitter, n is the path loss 
exponent (PLE), and X is the zero-mean Gaussian random 
variable with the variance of 2, that is, X N Various methods 
exist for estimating Pr(d0), including the Friis free-space 
equation, theoretical models, and empirical measurements. 
Also, the PLE n can be determined ahead of time or 
estimated afterwards, either offline or live, based on known 
distances between reference nodes that are kept in a stable 
position [16].

In the log-distance route loss model, the average received 
power at a distance d from the transmitter is expressed as 
Eq. (1), omitting the stochastic factor X. In order to 
calculate an approximation of the distance d [m] between 
any two nodes in a network, that may utilize the log distance 
path loss model.

                         (2)

B. Lateration
Using three (trilateration) or more (multilateration) 

reference nodes with known locations and the measured 
distances (e.g., based on the RSSI) to them as shown in 
Figure 1, the position of an unknown node may be 
calculated [3, 11, 13]. In order to find a unique solution in 
2D space, distances to at least three non-collinear reference 
nodes are needed.

The effect of mistake in the positions of reference nodes
on localization error is clearly obvious, as shown by the 
lateration equations, and it leads to inaccurate distance and 
localization geometry estimations. Whether or not range 
error is present, distance estimations will be off if the 
reference nodes' positions utilized in the computation are 
inaccurate. Furthermore, the localization geometry is 
impacted by an inaccuracy in the reference nodes' positions 
since the locations utilized in the location computation are 
distorted. As a result, DOP and positioning precision and 
accuracy vary. When illustrated in [8], location accuracy 
suffers as uncertainty grows in the positions of the reference 

nodes. An effort to minimize the inaccuracy in the position 
of GNSS-based stationary reference nodes was the subject 
of one publication [14].

C. Factors Affecting Localization Accuracy
Some of the most important aspects that influence the 

precision (or accuracy) of node localization based on RSSI 
are discussed here. The vast majority of them are applicable 
to localization techniques that don't require an anchor, such 
as range-based methods. For instance, the extent of the 
influence on the localization error is determined by the 
interaction between the components and the localization 
method [9, 11]. Distance estimation error and localization 
geometry are the two primary classes into which these 
elements fall. Additionally, location precision might be 
impacted by computational inaccuracy.

Figure 1. An example of trilateration with accurate and inaccurate distance 
estimates.

D. Distance Estimation Error
Due to the RSSI's susceptibility to variations in ambient 

and meteorological conditions, ranging error is likely the 
most significant and defining element that reduces the 
accuracy of RSSI-based localization. Looking at the 
lateration equations also makes evident the impact of 
distance estimations on location precision. Improving 
distance estimate and positioning precision requires 
lowering ranging error [17,18]. It is the emphasis of certain 
articles [15, 16] to identify the sources of the mistake in 
RSSI-based ranging and to suggest methods for correcting 
it. In multihop scenarios, the localization error is affected 
indirectly by the node degree (connectivity, the average 
number of neighbours) due to the mistake introduced by the 
distance estimation process. More measurements may be 
taken and faster routes can be found to reference nodes if a 
node's degree (the number of its neighbours) is larger. 
Increases in the mean number of neighbours typically result 
in less overall location error [11, 20].

Localization errors are indirectly affected by network 
topology via distance estimate errors. An anisotropic 
network (one with gaps or blocks between unknown nodes 
and reference nodes) introduces mistakes into distance 
estimates [19].
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IV. NETWORK SETUP AND RESULTS

As a means of studying RSSI-based localization and 
testing the suggested method under different situations, a 
WSN is set up to gather RSSI data in order to conduct 
extensive experiments. To gather the empirical data, a
network was setup with eight WSN nodes, each of which 
was outfitted with an Atmel ZigBit 2.4 GHz wireless 
module (ATZB-24- B0) and an AT86RF230 radio 
transceiver that complies with IEEE 802.15.4 standards. In 
addition, there was a database server and a gateway (an 
Atmel ZigBit 2:4 GHz sink node and a Raspberry Pi 3). 
(MongoDB). The sensor nodes were installed on mounting 
racks and affixed to light poles in a parking lot at a height of 
three metres [18, 20]. Secondary batteries charged by solar 
panels and intermittent mains electricity provided energy for 
the nodes (controlled with a timer and a PECU switch). The 
gateway was a weatherproof box with an Ethernet 
connection that was installed on the terrace of the university 
building and supplied by the building's main power supply. 
As shown in Figure 2, the network infrastructure has been 
set up.

Figure 2. Network setup of the nodes

Laser distance meter (Leica DISTO D8) to measure the 
distances between nodes in order to conduct research and 
assessment has been used. Trigonometry was used to 
calculate the unmeasured distances, whenever it was 
feasible. With the use of conventional multidimensional 
scaling, it was able to determine the relative positions of the 
nodes by analyzing their distances to one another. The 
configuration matrix is created from a distance matrix using 
the cmdscale function in MATLAB. As a reference for 
evaluating the accuracy of the estimations, the relative 
positions of the nodes were used as the ground truth. The 
average absolute discrepancy between the observed 
distances and the distances based on the coordinates was 
0.02 m (maximum = 0.06 m) for the reconstruction.

The adaptive RSSI-based ranging algorithm proposes a 
method for estimating distances between nodes. However, 
the localization approach presented in this study does not 

critically depend on the range technique employed. 
Estimates of the range can be produced using any method 
that seems reasonable. Each two-way link is assigned a 
single RSSI value for use in range and localization. At first, 
one hour's worth of raw RSSI readings were averaged across 
all channels (n=3 or 4). Second, an average of these RSSI 
readings over all 16 channels was calculated. Third, the 
average RSSI values in each direction were used to 
determine the two-way link's RSSI value.

Localiz i is defined as:

(3)

ground truth locations, respectively. The mean and the 
standard deviation
respectively, are defined as:

(4)

where n is the number of location estimate samples.

i is defined as:

                                                     (5)
where dˆi and d are the estimated and the true distances, 
respectively, as shown in Figure 3.

estimate

The unknown node must be inside the reference nodes' 
convex hull. The argument as to whether or not the node is 
inside or outside the convex hull is questionable because all
are position estimations, which are likely to go wrong. 
Furthermore, the reference nodes' appropriateness cannot be 
described just by convexity. In some cases, an outlying node 

Figure 3. di) between the distance 
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may have a higher-quality localization geometry than an in-
convex-hull node.

Figure 4. Optimal anchor pair

Figure 4 shows the optimal anchor pair. The optimal 
anchor pairs provide a clear geometrical relationship, which 
can be utilized in distance estimation. The reliable anchor 
pairs provide relatively strong restriction on the potential 
area of the unknown node. The variance of the location 
estimation of unknown node is small. Hence, the expected 
distance between the anchor and the unknown node is 
considered to be accurate distance estimation.

Figure 5 and Figure 6 show the average location errors for 
each reference node pair calculated using the ARBL method 
across the 6 week measurement periods. Based on the data 
shown in the picture, it is clear that the location inaccuracy 
varies significantly among different reference nodes. The 
amount of the difference is notable, particularly on node 8. 
As the number of reference nodes increases, the average 
location error decreases (the mean and the standard 
deviation). However, there are a few excellent permutations 
that may be obtained with just three auxiliary nodes. The 
ARBL method appears to locate the appropriate 
combinations with a high probability and generates fairly 
accurate and precise position estimations, despite the huge 
difference between the combinations. The ARBL method 
has a lower positioning error for node 6 than any individual 
combination. The ARBL technique yielded a placement 
error for node 8 that was quite near to the optimal 
combination.

Figure 6. Location Error of the combinations for each number of 
reference nodes (node 8)

Figure 7.  Cumulative distribution function (CDF) of the location error 
for (a) node 6

Figure 8.  Cumulative distribution function (CDF) of the location error 
for (a) node 8Figure 5. Location Error of the combinations for each number of 

reference nodes (node 6)

CVR College of Engineering 35



E-ISSN 2581 7957                                                    CVR Journal of Science and Technology, Volume 23, December 2022
P-ISSN 2277 3916                                                                                                                          DOI: 10.32377/cvrjst2306

The cumulative distribution function (CDF) of the 
location error at nodes 6 and 8 are shown in Figure 7 and 
Figure 8 Inaccurate distance estimates can be obtained using 
RSSI-based ranging, as is well-known. This experiment 
showed that, depending on the reference nodes utilized,
RSSI-based ranging can cause significant location mistakes 
when used in conjunction with lateration, which is 
susceptible to erroneous distance estimations and 
localization geometry. It is difficult to make reliable location 
predictions when the surrounding environment and weather 
are constantly changing. As a workaround, a reference node-
selection-based ARBL method has been used. To estimate 
the position of a node that is unknown, the method seeks for 
the optimal combinations of reference nodes for that node at 
a particular time and place. It appears that the ARBL 
method has a much less location error than the average of 
the individual combinations. The algorithm is particularly 
effective at adjusting to new parameters and determining the 
optimal reference node combinations for a given scenario. In 
practice, the ARBL algorithm may run on nodes in a WSN 
that have limited processing, memory, and communication 
resources. Since it is reasonable to assume that there are at 
least four or five reference nodes in most WSNs, the ARBL 
method is feasible since there are enough possible 
combinations.

V. CONCLUSIONS

In this research, strategies to enhance the precision of 
range-based localization for inexpensive WSN nodes 
operating in a wide range of environmental settings have 
been addressed. First, experimental RSSI measurement data 
have been studied to determine the impact of range error and 
localization geometry on localization error. To solve this 
problem, a reference node selection based ARBL method 
that uses a number of different permutations of reference 
nodes to determine which is the most accurate in calculating 
the desired end position has been presented. The evaluations 
reveal that the localization error was significantly decreased 
by using the proposed approach. These encouraging results 
suggest that utilizing appropriate methodologies and data, 
respectable location accuracy may be achieved using range-
based localization for low-cost, resource-constrained WSN 
nodes. The results also add novel perspectives to the study 
of anchor- and range-based localization.
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Abstract: Machine learning algorithms are widely used in 
various applications. To properly implement them, their hyper-
parameters need to be tuned. It is often necessary to know the 
ins and outs of ML learning algorithms as well as the proper 
hyper-parameter techniques. This paper presents two 
metaheuristic algorithms namely, Genetic Algorithm (GA) and 
Particle Swarm Optimization (PSO) that can be used to improve 
the performance of machine learning algorithms. In this paper, 
we evaluated optimized algorithms for various machine learning 
algorithms namely, K-Nearest Neighbour (KNN), Support 
Vector Machine (SVM), Decision Tree (DT), and Random 
Forest (RF). For conducting experiments, we used four 
benchmark datasets namely, Breast cancer, Iris, Digits, Wine 
datasets from sklearn library are considered.  Experimental 
results show that PSO is performed well for optimizing ML 
models based on large search space. And it is observed that 
Decision-

Index Terms: Optimization, Machine-Learning Models, 
Hyper-Parameters, Genetic Algorithm, Particle Swarm 
Optimization.

I. INTRODUCTION

Machine learning is a field of research that focuses on 
developing methods that can capture an element of interest in 
each data set [1]. This can be done by analyzing various 
components of a given data set and predicting their target 
values. ML algorithms are widely used in various industries 
such as advertising. They are typically built to perform 
complex and high-performance tasks [2][3]. 

There are two types of parameters that can be used in a ML 
model: the model parameter and the hyper-parameters. The 
model parameter can be initialized through the data learning 
process and can be updated through the data library [4]. 
Various learning methods are available. These include kernel 
methods, ensemble models, and biological inspired networks. 
One of the most common characteristics of these methods is 
their parameterization. Due to the nature of the search 
algorithms used for hyperparameters, their reproducibility is 
not ideal when large sets of hyperparameters are required [5].  
Therefore, the idea of automated search is gaining increasing 
attention in various areas of machine learning. A key 
component of ML is choosing the appropriate complexity 
level for the model. Generally, if the model is complex, it 
should fit the data used to construct it well, but it should also
not be complex.[6][7].Hyper-parameter Optimization is a 
process utilized for improving the efficiency of the tuning 

process of ML models. It is usually performed by carrying out 
a series of predefined steps to achieve the optimal model 
architecture [8]. Following are the reasons for applying 
Hyper-parameter Optimization to ML.

1. It allows developers to focus on their core 
algorithms instead of having to spend time tuning 
the hyper parameters.

2. It helps improve the performance of many ML 
models. There are many parameters that can affect 

3. It makes the models more reproducible. Also, it 
helps to identify the most suitable algorithm for a 
particular problem.

It is important to select an optimal optimization technique 
that can identify optimal hyper-parameters. Usually, 
traditional techniques are not suitable for hyper-parameter 
optimization (HPO) problems. Other optimization techniques 
such as metaheuristics, decision-theoretic approaches, and 
Bayesian models are more suitable for optimizing these HPO 
problems [9].  They can detect continuous hyper-parameters 
and can also identify discrete and conditional hyper-
parameters. 

II. HYPER PARAMETERS IN MACHINE LEARNING

To boost the performance of ML models, we need to know 
what the key hyperparameters are to fit the models into 
specific problems. The supervised learning algorithms are 
usually focused on learning how to map input features of a 
target [10].  Some of the commonly used ones include K-
Nearest Neighbors, linear models, and decision trees. 
Unsupervised learning methods are usually used to find 
unlabeled data. The importance of some of the hyper-
parameters of common multi-language models are studied in 
Python libraries. 

A. K-Nearest Neighbor (KNN)
K-Nearest Neighbor is a type of algorithm that classifies 

data points by their distance from one another. It does so by 
calculating the distance between the data points that belong 
to the given class.
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Assuming the training set, 

(1)

where   Pi- Feature vector,
             Qi-class of instance

                                 (2)
              where I(p)- indicator function

I= 1, when qi=bj
            = 0, otherwise.

Mk(p)- filed invoking the k-

The number of nearest neighbors, k, is the most critical 
hyper-parameter in KNN [11]. It is often used to determine 

B. Support Vector Machine (SVM)
Support vector machines (SVM) [12][13] are supervised 

learning algorithms that can be used for various tasks such as 
classification and regression. They map data points to high-
dimensional space and partition them into segments [44].

function of SVM is:

{ (3)

where the z-normalization vector.
           B- Penalty parameter of the error.

B is an important Hyper parameter of SVM.

The function f(p) is a type of kernel function that 
measures the similarity between two parallel data points. It 
can be tuned through different types of kernel models. 

The different kernel functions can be denoted as follows:
i) Linear kernel:

(4)
ii) Polynomial kernel:

(5)

iii) RBF Kernel

(6)

iv) Sigmoid kernel
(7)

A kernel type can also have a conditional hyper-parameter 
-parameter that 

is set when the type is specified as a polynomial or sigmoid 

kernel. The kernel type hyper-parameters are tuned after a 
kernel is chosen.

C. Decision Trees
A decision tree is a commonly used classification method 

that shows a set of classification rules that are computed from 
the data 
node, which represents the whole data, multiple decision 
nodes, and leaf nodes that represent the result classes [15].

Other important factors that can be tuned to make decision 
tree models perform well include the quality of splits, their 
random selection method, and the number of features that can 
be considered to generate the best split. The number of 
features that can be considered for generating the best split, 

the feature selection 
process.

D. Random Forest
Random forest is a ML algorithm that combines multiple 

classifiers to solve a variety of problems. It can be commonly 
used for both classification and regression problems [16].

A random forest is a type of classifier that takes multiple 
decision trees and outputs a final output with the most 
accurate predictions. Instead of relying on one tree, it uses 
most votes from the trees to predict the final output.

Table I shows various hyper-parameters, type, and search 
space for different ML classifiers

TABLE I.
SUMMARY OF HYPER-PARAMETERS IN DIFFERENT ML MODELS

S
.
N
o

Machine 
Learning 
Classifier

Hyper-
Parameter

Type Search Space

1 Random 
Forest 
Classifier

n_estimators Discrete [10 ,100]
Max_Depth Discrete [5,50]
Min_samples 
split

Discrete [2,11]

Min_samples 
leaf

Discrete [1,11]

Criterion Categor
ical 

2 Support 
Vector 
Machine

C continu
ous

[0.1,50]

Kernel Categor
ical

3 KNN 
Classifier

N_ eighbours Discrete [1,20]

4 Decision 
Tree 
classifier

Cp Discrete [0,1]
Max depth Discrete [1,30]
Min split Discrete [1,60]

III. HYPER PARAMETERS OPTIMIZATION TECHNIQUES

Population-based optimization is a type of metaheuristic 
algorithm that starts by creating a population as each
generation. It then updates the population as each generation 
is evaluated. The main differences between various 
Population-based methods are that they use different methods 
to generate and select populations. Population-based 
algorithms are easily parallelized since they can be evaluated 
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A. GA-Genetic Algorithm
It is a widely used metaheuristic model that studies how 

individuals adapt to the environment and how likely they are 
to survive in the future [17]. The next generation will also 

will either have better or worse individuals. The former will 
become more adaptable and resilient, while the latter will 

parameter, which is the actual input value of that hyper-
parameter in an evaluation. The population consists of all 
possible values within the predefined parameters.

Since the random-generated parameter values do not 
contain the optimal values, several operations involving 
selection, crossover, mutation, and selection operations are 
performed on the healthy chromosomes to identify the 
optimal. Chromosome selection aims to increase the 
population size by selecting the best possible chromosomes. 
Chromosome selection is a process that selects good 
characteristics for later generations.  This process involves 
swapping a proportion of genes in each of the chromosomes 
[18].

Steps of GA are as follows:

1. Intricate representations of the entire search space 
are provided. Randomly initialize the population, 
genes, and chromosomes.

2. The fitness function is a calculation that shows the 
objective of a model. 

3. Initiate selection, crossover, or mutation operations 
on the lysed chromosomes to produce a new
generation of hyper-parameter configurations. 

4.
condition was met.

5. -

Population initialization is an important step in the 
optimization process and can significantly improve the 
performance of parameter optimization algorithms. A good 
initial population should have individuals with global 
optimums who can cover promising regions. Random 
initialization commonly used in GA is a good alternative to 
good initialization. It allows the configuration of hyper-
parameter candidates without missing the global optimum. 
The GA algorithm can be useful when the data analyst has 
little experience in defining the appropriate search space for 
the various hyper-parameters. The time complexity of GA is 
O(n2). This algorithm can be inefficient when used with low 
convergence speed.

B. PSO-Particle Swarm Optimization
It is a type of evolutionary algorithm that is inspired by 

biological phenomena. They use the same principles to solve 
problems involving large-scale networks. Unlike GA, PSO 

mutation [2].
Instead, all members of the population share information 

with each other, which enables them to move toward the 
optimal region. PSO has computational complexity that 

consists of O (nlogn). In most cases, its convergence speed is 
faster than that of GA.

PSO is only capable of reaching a local level if it has the 
proper population initialization. This means that developers 
should have experience in implementing population 
initialization techniques and implementing global optimums. 
Many population initialization techniques are proposed to 
improve the efficiency of evolutionary algorithms. However, 
these methods require many resources and time to perform 
their intended function. 

Metaheuristic algorithms such as PSO and GA are more 
complex than other high-pressure algorithms, but they 
usually perform well in complex optimization problems.[19] 
PSO is good for large-scale parallelization and is usually 
preferred over GA for complex HPO problems.  It is also 
faster than GA due to its sequential execution. To properly 
identify a local, population initialization is very important for 
PSO. It can slow down or only identify a local instead of a 
global optimum.

IV. EXPERIMENTAL RESULTS

Datasets:
For experimental setup, we considered four standard 

benchmark datasets from sklearn library.  Namely, Breast 
cancer dataset, Iris dataset, Digits dataset, and wine dataset. 
The summary of the dataset is shown in the table below.

TABLE II.
SUMMARY OF DATASETS USED

Dataset Classes Samples per 
class

Total 
samples

Dimensio
nality

Breast 
cancer

2
212-

Malignant
357-

Benign

569 30

Iris
3

50-setosa
50-

versicolor
50-

verginica

150 4

Digits 10 0 to 9 1797 64

Wine 3
59-class 0
71- class 1
48-class 2

178 13

All experiments are conducted using Googlecolab. Colab
is a product from Google Research that allows anyone to 
write and execute Python code through the browser. It is a 
great tool for machine learning, data analysis, and education.

The first step is training and evaluating the model with its 
default hyperparameter confirmation. The second step is 
implementing the two algorithms i.e., GA and PSO to 
evaluate and compare the model's performance.

gradually disappear. Each chromosome has a hyper-
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TABLE III.
PERFORMANCE EVOLUTION OF APPLYING HPO METHODS TO THE

DIFFERENT CLASSIFIERS ON BREAST CANCER DATASET
SI 
No Classifiers Optimization 

Method
Accuracy

(%)  

Evalua
tion 
time 
(msec) 

1

Random 
Forest 
Classifier

Default 
Hyper-

parameters 

92.6 1.13

Genetic 
Algorithm

96.66 58.2

PSO 97.66 45.25
2

Support 
Vector 
Machine

Default 
Hyper-

parameters 

95.25 22.15

Genetic 
Algorithm

95.6 598.49

PSO 96.6 359.4
3

KNN 
Classifier

Default 
Hyper-

parameters 

92.4 0.06

Genetic 
Algorithm

93.32 2.15

PSO 94.33 2.92
4

Decision Tree 
classifier

Default 
Hyper-

parameters 

91.91 0.04

Genetic 
Algorithm

92.79 2.73

PSO 93.79 3.31

                                            TABLE IV.
PERFORMANCE EVOLUTION OF APPLYING HPO METHODS TO THE 
                            DIFFERENT CLASSIFIERS ON IRIS DATASET

S
I No 

Classifiers Optimization 
Method

Accuracy
(%)  

Evaluation 
time(m sec) 

1

Random 
Forest 
Classifier

Default 
Hyper-

parameters 

96 0.92

Genetic 
Algorithm

96.66 40.64

PSO 96.6 28.8
2

Support 
Vector 
Machine

Default 
Hyper-

parameters 

97.33 0.01

Genetic 
Algorithm

98.00 0.67

PSO 98.66 0.03
3

KNN 
Classifier

Default 
Hyper-

parameters 

97.0 0.02

Genetic 
Algorithm

98.00 0.69

PSO 98.0 1.01
4

Decision 
Tree 
classifier

Default 
Hyper-

parameters 

96.66 0.01

Genetic 
Algorithm

96.66 0.72

PSO 97.33 0.69

Tables III to VI, we can see that using default hyper-
parameter configurations, do not yield best model 
performance in our experiments, which emphasizes the 
importance of utilizing optimization methods. From the 
above tables, we can conclude that PSO is better than GA. 

TABLE V.
PERFORMANCE EVOLUTION OF APPLYING HPO METHODS TO THE

DIFFERENT CLASSIFIERS ON DIGITS DATASET
SI 
No 

Classifiers Optimization 
Method

Accuracy
(%)  

Evaluation 
time(m sec) 

1
Random 
Forest 
Classifier

Default 
Hyper-

parameters 

93.15 1.78

Genetic 
Algorithm

93.6 97.12

PSO 93.32 80.51
2

Support 
Vector 
Machine

Default 
Hyper-

parameters 

94.765 0.17

Genetic 
Algorithm

97.44 13.68

PSO 97.38 7.39
3

KNN 
Classifier

Default 
Hyper-

parameters 

95.93 0.2

Genetic 
Algorithm

96.66 6.61

PSO 96.6 10.22
4

Decision Tree 
classifier

Default 
Hyper-

parameters 

77.8 0.09

Genetic 
Algorithm

78.57 5.34

PSO 79.02 6.39
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TABLE VI.
PERFORMANCE EVOLUTION OF APPLYING HPO METHODS TO THE DIFFERENT CLASSIFIERS ON WINE DATASET

SI No Classifiers Optimization Method Accuracy
(%)  

Evaluation time (m 
sec) 

1 Random Forest Classifier Default Hyper-parameters 97.7 78.6
Genetic Algorithm 98.31 46.4

PSO 98.33 45.21
2 Support Vector Machine Default Hyper-parameters 95.11 0.9

Genetic Algorithm 96.66 5.94
PSO 96.11 9.87

3 KNN Classifier Default Hyper-parameters 69.14 0.01
Genetic Algorithm 72.53 1.15

PSO 72.53 1.27
4 Decision Tree classifier Default Hyper-parameters 89.31 0.01

Genetic Algorithm 91.04 0.08
PSO 90.48 0.89

TABLE VII.
OPTIMIZED HYPER-PARAMETERS OF TESTED CLASSIFIERS USING GA

SI 
No

Machine 
Learning 
Classifier

Hyper-Parameter Optimized 
Values for Breast 

cancer dataset

Optimized 
Values for Iris 

dataset

Optimized 
Values for 
Digits dataset

Optimized 
Values for 
Wine dataset

Forest Classifier 

n_estimators 96 64 98 44
Max_Depth 9 9 9 7

Min_samples split 2 2 2 10
Min_samples leaf 1 4 1 1

Criterion Entropy Entropy Entropy Entropy 

Vector Machine

C 49 17 7 2
Kernel Linear Rbf Rbf Linear

Classifier
N_ neighbours 13 7 3 50

Decision 
Tree classifier

Cp 0 0 0 0
Max depth 2 9 21 4
Min split 57 18 8 38

OPTIMIZED HYPER-PARAMETERS OF TESTED CLASSIFIERS USING PSO

Machine 
Learning 
Classifier

Hyper-
Parameter

Optimized 
Values for 

Breast cancer 
dataset

Optimized 
Values for Iris 

dataset

Optimized 
Values for 

Digits 
dataset

Optimized Values for 
Wine dataset

1 Random 
Forest Classifier 

n_estimators 46 60 54 85
Max_Depth 5 8 9 6

Min_samples 
split

6 8 10 2

Min_samples 
leaf

2 6 3 1

Criterion Gini Gini Entropy Gini 

2 Support 
Vector Machine

C 49 6 17 49
Kernel Linear Rbf Rbf Linear 

3 KNN 
Classifier

N_ 
Neighbours

12 11 3 50

4
Decision Tree 
classifier

Cp 0 0 0 0
Max depth 2 3 27 27
Min split 5 6 5 13

1 Random 

2 Support 

3 KNN 

4

 No
SL

TABLE VIII.
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Below figures 1 to 4 shows the accuracies of different 
classifiers with respect to default hyper parameters (without 
optimization) and optimized hyper parameters (using GA and 
PSO). It is observed that PSO is performing well in most of 
the cases.

Figure 1. Breast Cancer Dataset

Figure 2. Iris dataset

Figure 3. Digits dataset

Figure 4. Wine dataset

V. CONCLUSIONS

Machine learning has become the main strategy for solving 
data-related problems. Its goal is to identify the most suitable 
hyper-parameters for the given problem. In this work, we 
comprehensively discussed different optimization algorithms 
as well as how to apply them to different ML models. To 
summarize PSO is performing better for optimizing ML 
models based on large search space. From our experiments, it 
is observed Decision-Tree performed poorly for Digits 
dataset.
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Abstract: As the submicron technology emerges, there arises a 
huge requirement for increase in the functionality that the chip 
can perform. In the present generation, massive production of 
IC requires a rigorous testing to differentiate the perfect chip 
from the fault one. Verification Engineers has to be aware of 
the functionality of the chip for a full-scale verification to 
identify the product failures. Conventional testing requires 
huge amount of time and circuit complexity and hence these 
techniques are not suitable for the present generation. Hence 
there arises a need for the automatic test pattern generation 
with high randomness between the test pattern generations. 
Galois Fields are used to generate the randomness in the test 
pattern generation. In addition to that weighted test pattern 
generator has been used in the present work to increase the 
randomness in the test pattern generation. The algorithm was 
verified using Verilog and realized in VIVADO. The present 
work has been aimed at optimizing area and delay of the design 
and it has produced promising results.

Index Terms:BuiltInSelf-Test, circuit under test, test 
pattern generator, Pseudorandom TPG.

I. INTRODUCTION

Current innovation has focused on growing low-power 
frameworks for especially vast scope becoming a member of 
(VLSI) speedy plans. Therefore, some plan techniques have 
been completed to alleviate compromises among execution, 
strength, and vicinity. Some methodologies have 
concentrated on low-power dispersal throughout BIST
normal mode operations rather than test mode operation [1].

Figure 1. An example of a conventional pseudo random TPG

During the BIST normal mode operation, the replacing 
motion with inside the output chains and check information 
stress using the suitable TPG are crucial. Additionally, this 
finding out should be achieved with immoderate 
dependability and responsiveness in semiconductor designs. 
Figure1 illustrates an example of a conventional [2]. The
partner supervisor planning the survey of this composition 
and helping it for distribution changed into Wu-Shiung 
Feng.

Pseudorandom TPG
The TPG contains of the affiliation of length n shift 

registers and input seed bits of a0, a1, a2..., an. In moderate of 
the nthcycle of the shift sign up, the (I - 1)th clock cycle[3] is 
refreshed constantly through manner of method of the 
(n1)thcycle of the shift sign up and the Ith clock cycle. The 
TPGs make use of important level of parallelism to perform 
excessive cross back records in several useful packages. The 
TPG [1] direct capability is executed through way of method 
of the outset complete signal and the data seed bits. Its direct 
functionalities are implemented in many programs like plane 
frameworks, cockpit frameworks, scientific frameworks, 
sound and video frameworks, and power age and dispersion 
frameworks.

A TPG carries of deterministic, complete, pseudorandom, 
pseudorandom weighted [4] and blended mode yields. The 
pseudorandom weighted out placed issued to carry out better 
problem inclusion in numerous BIST systems. The weighted 
pseudorandom TPG suggests genuine irregularity and 
repeatable examples in all clock cycles. Regularly, it 

forms of the checking ease within side the check according 
to take look at BIST [2],
The most modern overview diminished the switching 
activity all through test shift cycles. Furthermore, the TPG 
permits the programmed preference of weighted obstacles to 
perform its low power. The weighted pseudo arbitrary TPG 
techniques and their execution in, can in true lessen the 
replacing modifications. Nonetheless, the techniques, 
incorporated extra XOR adjustments the various shift 
registers [3], it consumed extra power and location. The 
BIST necessities need to be in fashionable zero in at the 
better short coming inclusion and the lesser weighted 
changing movement with lower power.

Figure 2. (a) spare TPG
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Figure 2. (b) Spare TPG 

To accomplish those requirements, methodologies can be 
used. One is to regulate the circuit plan of the weighted TPG
[4]. The distinctive is to remember more machines for the 
weighted TPG. The present work describes every different 
pseudorandom weighted TPG is advanced the use of extra 
machine. Also, higher shortcoming inclusion is 
accomplished as a long way as getting rid of change remove 
deficiencies using check thing addition. The check focuses 
are embedded for every NAND entryway design of the 
general plan region. The proposed approach is composed of 
purchasing and promoting weighted check examples to the 
output chains the use of a phase shifter.

The buying and promoting of the weighted examples taken 
into consideration for picking the earlier output chains with 
lesser region is contrasted and that of the others scan chains
[5]. The weighted examples are consequently carried out 
with all the output chains of BIST layout. This dispenses 
with the problems at a predefined yield and further improves 
the fault coverage. The TPG likewise in addition develops 
its speedy changing motion due to its selected weighted 
designs and reduces its ordinary checking and catching 
energy usage in some unspecified time in the future of BIST 
check consistent with observe. The proposed TPG is 
planned using intent door strategies and finished in precise 
test according to observe BIST designs.

II. EXISTING WEIGHTED PSEUDORANDOM TPGS

Figure 3. Existing 3-bit weighted pseudorandom TPG

The primitive polynomial chosen for the now not set in 
tone with the resource of the use of the even or ordinary 
faucet bits from the register. By and large, crude 
polynomials are carried out for growing pseudorandom 
designs. On the off risk that the faucet bit groupings of a n-
digit TPG [5] are n, m, k, l, . . ., 0, then the co primes of the 
faucet numbers, like n-n, n-m, n-k, n-l, . . ., n-0, will 
likewise produce the pseudorandom TPG yield. Utilizing 
this concept, the TPG can create a notable length of pseudo 
critical seeds. In Figure 2, the darkish line way that the 
supply TPG yields pseudorandom designs, and the blue line 

factors show the greater system implemented for producing 
the weighted pseudorandom designs [6].

The existing weighted repetitive TPG approach in Figure 
3 makes use of each device or duplication elements. The 
hardware redundancy duplicates its functions into double 
modular redundancy, triple modular redundancy and so on.  
This may be completed through copying the greater tool for 
the deliver TPG configuration, therefore removing the 
arbitrary example steady short comings. Be that due to the 
fact it may, the device overt repetitiveness TPG 
accomplishes super execution factors; it needs to be 
reducible with inside the device above [3]. The time overt 
repetitiveness is finished using the one of a kind time 
measures rather than the tool utilizing the offbeat clock 

is carried out making use of several time elements for the 
weighted examples. This method distinguishes numerous 
secure deficiencies at some point of several clock cycles.

The existing 3-bit weighted pseudorandom TPG 
maximum details applied for generating the weighted 
examples associated with, the manage bits for the 
multiplexer (Mux) [6]. The greater tool is likewise used to 
offer the reseeding quantities expected for the check 
example to differentiate their faults. The Mux with inside 
the extra hardware identifies informs the information seeds 
and to manipulate bits even as the regular weight input Win 
passes the weighted examples to aend result. In any case, 
this recalls a large place above for the can woodland plan of 
the BIST engineering. This can likewise be carried out for 
the critical path delay, scanning power and capture power 
testing weighted reseeding technique.

To defeat the regulations of these TPGs, more advanced 
TPG strategies are brought later, as proven in Figure3. 
These techniques target the weight of the test pattern making 
use of techniques like records overt repetitiveness and 
identical TPGs [2]. According to Barry et al (Figure 3), The 
TPG approach uses a Mux a few of the D flip flops, wherein 
to manage signal is designed to the weighted instance's 
underlying vast state. The requirements of the existing 
works are ultimately worked on with inside the proposed 
TPG. It includes a legitimate situation of manufacturing the 
weighted examples for a bigger seed bit with much less 
power and place above. Essentially, this approach needs to 
make sure low power interest in the entire test per study 
intervals of the BIST structure [7].

III. WEIGHTED PSEUDORANDOM TPG USING THE 
GALOIS OPERATION WITH A PHASE SHIFTER

Figure 4.Proposed 3-bit weighted pseudorandom TPG.
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proposed weighted TPG is deliberate for absolute benefits, 
certain as much a great deal less changing adjustments 
completed building use on the unique weighted designs or 
faded electricity performed related according to a lot much 
less provision elements with inside the plan. This decreases 
the provision over or similarly develops the challenge 
inclusions with inside the BIST [8]. The TPG approach 
displayed within is the proposed TPG, which includes the 
Galois operation and addition hardware for weighted pattern 
generation. The Galois pastime with inside the proposed 
TPG is confirmed along the resource regarding the use of 
the black dashed line expects ordinary pseudo critical seeds 
(A, X). Nonetheless, the regular truss portions may 
additionally remain prolonged construction uses concerning 
similar subset on introductory essential seeds [9]. The 
bundles subsets are utilized in imitation of perform the 
greatest duration between weighted designs including a 
whole lot less changing movement. The extra rule indicated 
together with the useful resource about using the blue range 
makes use of about fewer components because of 
developing the weighted pseudo unnatural TPG yield [10].

Proposed 3-bit weighted pseudorandom TPG.

Moreover, the extra gadget formal uses a weight hence, 
thebit TPG is calculate utilizing asynchronous clocks in 
change registers. The archives vector pain (X) is duplicated 
continuously with the beneficial useful resource concerning 
the use of the pseudo essential fascicle nibbled (A) then 
delivered in accordance with the check vectors (Z). 
Furthermore, the environment over the registers obliges the 
staggered comparison with inside the TPGs [8].
Consequently, the following (i1)th state then the Ith state is 
portrayed so an extended manner due to the fact the 
grievance loop structure. Besides, the normal pseudo vital 
seeds are prolonged with inside the Galois activity about the 
proposed TPG plan. This may additionally lie prolonged the 
usage of the accompanying Galois is region Lemma 1 aged 
according to apprehend the subsets over opening pseudo 
critical seeds[11].
Lemma 1: Let An then X stand the 2 data elements among 
GF(2m) then Z keep their duplication utilizing the Galois 
multiplier. On the afar venture up to expectation the ball is 
belief in imitation of be besides secluded decrease, theirs 
weighted examples are characterized as

Verification: Let A = (a0, a1, . . . ., am) and X = (x0, x1, . . . 
., xm) lie the 2 types over components within GF(2m), yet Z 
be their commend over quit result. Then, at that point, the 
give upon result Z now no longer embark of cobble so into Z 
=[(a0 x0) + (a1 x1)2+ . . . . . . .+(am-1 xm-1)2m-1)] from the 
notion over, the weighted capability fulfills the without 
delay assets. It consists of the property over additivity, 
W(A0 + A1) = W(A0) + W(A1), then homogeneity W(c A) 
=c W(A), wherein `c nil is a constant. Consequently, the 
weighted examples concerning Z be able be observed along 
the aid regarding using

W(Z)= = W[(a0 x0) + (a1 x1)2+ . . . . . . . + (am-1 xm-1)
2m-1] = W(a0 x0) + W(a1 x1)+ . . . . . . .+W(am-1 xm-1)

Accordingly, 

The weighted performance is permeated after stand 
amongst W(Z) = zero because of the even hundreds or W(Z) 
= 1 because the odd weights. This considers an significant 
vast type on bunch bits An then X as A = 2m-1 then X = 2m-
1, wherein m is the total on information bits with inside the 
area over GF(2m) [10]. Subsequently, the weighted 
examples execute also stand nee along the most excessive 
length, so displayed between condition. The everyday TPGs 
exchange the next (i+1)th polity as longevity. Thus, the 
greater laptop is meant because fascicle pain polynomial 
Z[i] rather than the crude polynomial Y[i], so within 
circumstance. The functionality Z[i] is belief in accordance 
with keep Z[ai] = Z [a0, a1, . . . ., am-1] between mild 
concerning the reality to that amount the almost vivid length 
TPGs are built to the dosage shifter. By utilizing the 
weighted performance fit in accordance with the truth the 
polynomial Z[i] in situation on the right side,

(2)

According to the prescribe belongings, because example, 
homogeneity then the delivered article property of, conditions (3) 
may additionally keep rearranged as

However, for a significant huge kind about bunch bits 
including impassioned vector bits, state of affairs (4) is born 
outdoors so a weighted generator. The ordinary TPGs 
require '2 ' double desire amplify due in conformity with 
the blatant polynomial Y [i]. Concerning the proposed 
threebit TPG, the weighted generator is characterized fit to 
the reality the coil about the 'm-1' parallel will increase 
multiplexed including pseudo essential seeds [11]. Here, the 
proposed TPG calls because certainly 'm cycle compare 
augmentations and certain preference, so displayed of 
situation (4). WE is the assessed ponderosity in imitation of 
lie gotten of the (i+1)thclock cycle, then k suggests the total 
number of clock cycles in equation (5). We hire uncommon 
loads with inside the scope of '0'
of the D flipflop. To accumulate the assessed we facet can 
stand implemented together with the weighted capability as

Z [i]W [ (4)

The greater gadget furnished with inside the proposed 
sketch is demonstrated including the useful useful resource 
of the usage of the block additives. This strategy utilizes a 
XOR entryway generator.

(5)

Contrasted and the existing method strategies, the 
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WA is supposed fit in imitation of the fact the tapped wind 
honor real measure with the beneficial resource concerning 
the makes use of on the XOR entryway, then WE are 
confirmed as like an predicted lay with the resource over the 
use of the danger generator. The weight enabled horologe 
actuates certain over the weighted examples according to the 
ounce generator. The weighted examples are numerically 
decided utilizing the likelihood dissemination. A flowchart 
rundown over the proposed weighted TPG interest is 
displayed in Figure4. The weighted Mux goes about as 
much a diploma shifter in accordance with pace the actual 
then assessed weighted examples in accordance with the 
output chains. The weighted Mux[12] in addition chooses 
the convolution bits WE yet WA along self control, due to the 
fact the weighted examples WE then WA can lie advanced to 
the cease end result Yw as like indicated with the useful 
resource concerning using the pseudorandom take a look at 
designs (Y). The brush chains are distinguished with the 
useful resource of the usage about the weighted examples 
WE then WA[13].

IV. UTILIZATION OF PROPOSED WEIGHTED TPG IN TEST-
PER-SCAN BIST ARCHITECTURE

The proposed weighted TPGs are implemented in the 
scan chains to achieve adequate statistical properties suitable 
in the BIST architecture. BIST architecture is tested using 
two methods: test-per-clock and test-per-scan. Test per clock 
is the testing method used to test CUTs individually using 
the test-point insertion. Test-per-scan is the method used to 
test the number of scan chains of the BIST in parallel. In 
general, fault coverage in the test-per-scan BIST can be 
accurately achieved by using test-point insertion between 
scan chains. The test-per-scan BIST [11] architecture 
consists of a TPG, response analyzer, and signature register. 
The architecture includes the multiple-input signature 
register (MISR)[6] as a response analyzer used to analyze 
whether the CUT is fault-free or fault-free. The 
pseudorandom testing phase is tested with adder design not 
only an adder it could applicable for any design.

BIST Technique

Built-In Self Test is a technique of integrating the 
functionality of an automatic test system onto a chip. It is a 
Design for Test technique in which testing (test generation 
and test application) is accomplished through built in 
hardware features. The general BIST architecture has a 
BIST test controller which controls the BIST circuit, test 
generator which generates the test address sequence, 
response verification as a comparator which compares the 
memory output response with the expected correct data and 
a CUT. We have used LFSR and signature analyzer for 
testing a three input combinational logic circuit. The BIST 
controller can be implemented by either hardwired logic in
the form of a Finite State Machine (FSM), microcode 
controller or processor based.

The main challenging areas in VLSI are 
performance, cost, power dissipation is due to switching i.e. 
the power consumed testing, due to short circuit current flow 
and charging of load area, reliability and power. The 
demand for portable computing devices and 

communications system are increasing rapidly. These 
applications require low power dissipation VLSI circuits. 
The power dissipation during test mode is 200% P more 
than in normal mode. Hence it is important aspect to 
optimize power during testing. Power optimization is one of 

V. ADDERS USED FOR TESTING

Ripple Carry Adder

Multiple full adder circuits can be cascaded in parallel to 
add an N-bit number. For an N- bit parallel adder, there 
must be N number of full adder circuits. A ripple carry adder 
is a logic circuit in which the carry-out of each full adder is 
the carry in of the succeeding next most significant full 
adder. It is called a ripple carry adder because each carry bit 
gets rippled into the next stage. In a ripple carry adder the 
sum and carry out bits of any half adder stage is not valid 
until the carry in of that stage occurs. Propagation delays 
inside the logic circuitry [12] are the reason behind this. 
Propagation delay is time elapsed between the application of 
an input and occurrence of the corresponding output. 

output will 

Similarly,
the carry propagation delay is the time elapsed between the 
application of the carry in signal [5] and the occurrence of 
the carry out (Cout) signal. Circuit diagram of a 4-bit ripple 
carry adder is shown below.

Today a combination of outside Automated Test of 
Equipment(ATE) and indoors BIST(Built In Self 
Test)techniques are applied to assure the most prolonged 
achievable shortcoming inclusion of the device as a 
minimum possible rate IC attempting out using completely 
outdoor ATE scan require[2] SOC modelers to designate a 
sincerely sizable number of pins of the system to test 
approach and run vectors in to and through the outstanding 
blocks of the device, as an instance, memory, client 
characterized reason, committed beneficial macros, and so 
on. Combination of outside ATE and inner BIST. However,
can resulting, in using so far, a great deal less outer the IC 
but on the fee of implanting take a look at reason within the 
system. 

Figure 5.Ripple Carry Adder

To understand the working of a ripple, carry adder 
completely, you need to have a look at the full adder too. 
Full adder is a logic circuit that adds two input operand bits 
plus a Carry in bit and outputs a Carry out bit and a sum bit. 
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operand bits A, B and the Carry in (Cin) bit. Truth table and 
schematic of a 1 bit Full adder is shown below. There is a 
simple trick to find results of a full adder. Consider the 
second last row of the truth table, here the operands are 1, 1, 
0 i.e(A, B, Cin). Add them together i.e1+1+0 = 10. In binary 
system, 
result of 1+1+0 is 10 just like we get 1+1+0 =2 in decimal 
system. 2 in the decimal system correspond to 10 in the 
binary system. Swapping
Cout = 1 and the second last row is justified. This can be 
applied to any row in the table.

Figure 6.Full Adder truth table

Figure 7.Half Adder and Full Adder

Han – Carlson - Adder     

Figure 8.Han Carlson Adder

This adder is the combination of Brent-Kung and Kogge 
stone adders .it has the best fan-out of 2. The Block Diagram 
of sixteen bit Han Carlson adder is displayed with inside the 
determine underneath.

VI. RESULTS

RTL Schematic:-
The RTL schematic is abbreviated register transfer level

it capability the graph regarding the engineering and is 
utilized in accordance with ascertain the deliberate sketch in
accordance with the best engineering as we are desiring 
improvement. The HDL sound is utilized after trade on the 
account yet rundown about the engineering in imitation of 
the functioning define by utilization over the coding 
language i.e Verilog, VHDL. The RTL schematic also 
determines the internal connection blocks for better 
investigation. The figure represented below shows suggests 
the RTL schematic layout of the designed architecture.

Figure 9.RTL Schematic view of weighted pseudorandom TPG

Figure 10.RTL Schematic view of TPG based BIST

Figure 11.Internal RTL Schematic view of TPG based BIST

Innovation Schematic:-
The innovation schematic makes the portrayal of the 

engineering in the LUT design, where the LUT is considered 
as the boundary of the area that is utilized in VLSI to 
appraise the design plan. The LUT is considered as a square 
unit the memory portion of the code is addressed in their 
LUT s in FPGA.

The reproduction is the cycle that is named as the last 
check in regard to its working though the schematic is the 
confirmation of the associations and blocks. Here it has the 
reproduction window is sent off as moving from execution 
to the reenactment on the home screen of the apparatus, and 
the recreation window limits the result as waveforms output. 
Adaptability giving the different radix number of 
frameworks.
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Figure 12. View technology Schematic of TPG based BIST

Figure 13. Simulated wave form of TPG based BIST

Figure 14. Family selected for synthesis

Figure 15.RTL Schematic of weighted bit generation

Figure 16. .RTL Schematic of Galois operation

Figure  17. RTL Schematic of cut tested circuit

Figure 18.RTL Schematic of MISR

Figure 19.RTL Schematic of BIST Using WPTPG

Figure 20.RTL Schematic of RNG
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Figure 21.Simulation result for TPG

Figure 22.Internal Schematic of RCA

Figure 23. Internal Schematic of RCA

Figure 24. Simulation result of BIST for ripple carry adder

Han Carlson Adder Results:

Figure 25.RTL Schematic of Han Carlson

Figure 26. Simulation result for Han Carlson adder

Consider in VLSI the boundaries treated are region, 
deferral, recurrence and power, in view of these boundaries 
one can design to another. Here the thought of region and 
power utilizations are viewed as the boundaries are gotten 
by utilizing the instrument XILINX 14.7 and the HDL is 
Verilog language. When recurrence is something else for 
any plan it will speed up plan.

TABLE I.
DEVICE UTILIZATION SUMMERY

Delay (ns) Area 

(LUT)

TPG method using 

BIST

1.019 23

BIST using RCA 4.986 96

BIST using Han 

Carlson adder
5.367 27

VII. CONCLUSIONS

A new low power weighted TPG is proposed for 
weighted designs. The subset over the initial pseudo seed 
primary true quantities is determined numerically using the 
Galois operation, designs weighted designs. The weighted 
Mux is active about namely a phase shifter within side the
layout is implemented because of switching transition
limiting during Test per Scan method. The proposed 
weighted TPG is implements a 32-digit TPG, low power
utilization regarding all clock cycles along lower area. The 
work is finished together with BIST structures to exhibit 
better proposed design. The proposed designs are compared 
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with BIST Techniques using Han Carlson adder and Ripple 
carry adder. The work is implemented using Galois 
operation where additional hardware is added in the circuit 
implementation. Utilizing BIST strategies Han-Carlson 
Adder, Ripple carry adder is confirmed or the 
comparisonamong strategies is proven. The barriers like 
Area yet Delay are analyzed.
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Abstract: In the present world, women are facing many health 

issues and medical problems. Breast cancer is one among them. 
It is a common cancer in women, and one of the major causes of 
death among women around the world. The Invasive Ductal 
Carcinoma (IDC) is the most widespread type of breast cancer 
with about 80% of all diagnosed cases.  
The IDC is characterized by hard lumps with asymmetrical 
borders. The Invasive breast cancers spread from the origin into 
the adjoining breast tissue. On a mammogram, IDC typically 
appears like a mass with spikes radiating from the edges. Early 
accurate diagnosis plays an important role in choosing the right 
treatment plan and improving survival rate among the patients.  
However, due to the small size and low contrast (of lumps?) 
compared to the background of images, it is challenging and 
time-consuming for radiologists to make an independent and 
accurate assessment. Hence, there is a necessity to develop 
helpful automated tools to overcome these obstacles in the 
diagnostic performance of breast cancer.  
The proposed system is a breast cancer classifier on an IDC 
dataset that can accurately classify a histology image as benign 
or malignant using Artificial Intelligence. This design is 
implemented by using an image classification technique with the 
help of Deep Learning using six layered Convolutional Neural 
Network (CNN) architecture to identify the breast cancer. This 
design is tested by using different Machine Learning Algorithms 
like, Random Forest, Gradient Boosting, Extra Trees, and 
Logistic Regression for comparative analysis in terms of 
accuracy. 
 

Index Terms: Convolutional Neural Network, Cancer, 
Machine Learning Algorithm, Breast Cancer, Deep Learning 

I.  INTRODUCTION   

Cancer is an ensemble of diseases with gigantic molecular 
miscellany between tumors of afflicted patients. Breast 
cancer is one of the leading causes of death for women 
worldwide and it is occurring more frequently in both 
developed and developing countries [1]. As time is a major 
factor in saving lives in the case of breast cancer, human 
resources, and technology are  essential to deliver prompt 
patient services in terms of screening, diagnosis, and 
treatment. However, tumor diagnosis is time-consuming and 
often challenging for radiologists, while examining medical 
images due to the presence of noise, artefacts, and complex 
structure.  

Additionally, a growing number of patients adds to the 
radiologist's burden that often results in misdiagnosis of 
tumors. At present, Mammography, Magnetic Resonance 

Imaging (MRI), and Ultrasound are the most common 
medical imaging modalities, available and used for early 
detection of cancerous breast tumors [2]. In this regard, 
mammogram-based diagnosis outperforms symptoms-based 
diagnosis among other modalities.  

Artificial Intelligence (AI) is a computer performing tasks 
commonly associated with human intelligence [3]. Humans 
are coding or programming a computer to act, reason, and 
learn. An algorithm or model is the code that tells the 
computer how to act, reason, and learn. 
Machine Learning (ML) is a type of AI that is not explicitly 
programmed to perform a specific task but rather can learn 
iteratively to make predictions or decisions. The more data an 
ML model is exposed to, the better it performs over time. 
Deep Learning (DL) is a subset of ML which uses artificial 
neural networks to model how the human brain processes 
information to learn by using huge amounts of data 
processing [4]. A well-designed and well-trained DL model 
can perform classification tasks and make predictions with 
high accuracy, sometimes exceeding human expert–level 
performance [5]. 

Integration of AI technology in cancer care could improve 
the accuracy and speed of diagnosis, aid clinical decision-
making, and would lead to better health outcomes. This 
integration of breast cancer diagnosis will also improve the 
accuracy of all convolutional designs [6] AI-guided clinical 
care has the potential to play an important role in reducing 
health disparities, particularly in low-resource settings.[7] 
The proposed system is a breast cancer classifier on an IDC 
dataset from Kaggle that can accurately classify a histology 
image as benign or malignant. This design work aims to 
classify the image using Machine learning algorithms and 
Deep Learning algorithms.[8] Under Machine Learning 
Algorithms, one can use Random Forest, Gradient Boosting, 
Extra Trees, and Logistic Regression. Under Deep Learning, 
which is the focused area, one can use six layered 
Convolutional Neural Network (CNN) architecture to 
classify the image. Comparison between various algorithms 
is done based on their accuracy.[9] 

The Early detection of breast cancer and classification of 
mammogram images with the help of different Deep Learning 
Classifiers is a major area of research. Mammographic mass 
detection is one of the most important areas of Computer 
Aided Diagnosis (CAD) and can be achieved by using DCNN 
as a feature extractor. The detection and classification of 
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lesions in mammograms with deep learning and the 
comparison between various algorithms is done based on 
their accuracy. [10]

The section II gives the design methodology workflow of 
Machine Learning (ML) and Deep Learning (DL) algorithms. 
The section III gives the information about different Design 
algorithms used based on Machine Learning and Deep 
Learning concepts. The section IV gives the information 
about the result analysis and comparison of accuracy of 
different algorithms. The section V gives the information 
about the Conclusion followed by References.

II. DESIGN METHODOLOGY 

The proposed system is designed by using the design 
methodology workflow of Machine Learning (ML) and Deep 
Learning (DL) algorithms. The workflow design 
methodology is explained in Figure 1. The Figure 1 is used 
for understanding the architecture of the research done and it 
also gives the information about understanding the modules 
used in the designed system.[11]

The Raw image data is collected for Image data acquisition. 
The image data is analyzed, and the same data is applied to 
the Machine Learning algorithms workflow and the Deep 
Learning algorithms workflows. Both these algorithms use
image data pre-processing, image partitioning, creating the 
models as per the algorithms and training these algorithms. 
Then these workflows will create the testing and evaluation 
of performance models.[12] After the testing, verification, 
and performance evaluation of these algorithms on the input 
image data, the results are compared and visualized for 
creating performance design model for ML and DL 
algorithms. [13]
Data Acquisition:

Data Acquisition is loading/importing the necessary Data 
into python workspace. Converting the normal image data 
like JPG or PNG or JEPG files etc. into python 

-
module.
Data Analysis:

Data Analysis means understanding the basics of the data 
being loaded. To have knowledge of the number of images in 
each set i.e., training and testing sets, their statistics and 
graphical or structural differences. Hence, the Data pre-
processing step can be easily utilized.
Data pre-processing:

Data preprocessing is preparing the data for giving it as 
input to the algorithm. Here re-scaling, resizing and reshaping
are used to prepare the image for training the model.
Creating and training algorithms
Creating:

Instantiating the multiple algorithms which can accept input 
and produce output and supplying them with the train data to 
start the training.  
Training:

Making the algorithm understand the training data and 
become intelligent in that concept. 
Testing:

The process used to predict the outputs for the inputs in the 
test set. And understand the performance of trained models.

Figure 1. Proposed system Flow Chart.

III. DESIGN ALGORITHMS

The proposed system is designed by using the Machine 
Learning (ML) and Deep Learning (DL) algorithms [14]. The 
Workflow and algorithms for Machine learning are shown in 
Figure 2. The following are the different types of Machine 
Learning Algorithms [15] used for the proposed system 
design.

Logistic regression is one of the most popular Machine 
Learning algorithms, which comes under the Supervised 
Learning technique. It is used for predicting the categorical 
dependent variable using a given set of independent variables.
Logistic regression predicts the output of a categorical 
dependent variable. Therefore, the outcome must be a 
categorical or discrete value. It can be either Yes or No, 0 or 
1, True or False, etc. but instead of giving the exact value as 
0 and 1, it gives the probabilistic values which lie between 0 
and 1.
Logistic Function (Sigmoid Function)

The sigmoid function is a mathematical function used to 
map the predicted values to probabilities. It maps any real 
value into another value within a range of 0 and 1. The value 
of the logistic regression must be between 0 and 1, which 
cannot go beyond this limit, so it forms a curve like the "S" 
form. The S-form curve is called the Sigmoid function or the 
logistic function.

1). Logistic Regression

1)  Logistic Regression Algorithm
2)  Extra Tree Algorithm
3)  Gradient Boosting Algorithm
4)  Random Forest Algorithm
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Machine Learning Algorithms Workflow

Figure 2. Machine Learning Algorithms Workflow

2). Random Forest
A Random Forest is an ensemble technique capable of 

performing both regression and classification tasks with the 
use of multiple decision trees and a technique called 
Bootstrap and Aggregation, commonly known as bagging. 
The basic idea behind this is to combine multiple decision 
trees in determining the final output rather than relying on 
individual decision trees. Random Forest has multiple 
decision trees as base learning models. The design randomly 
performs row sampling and feature sampling from the dataset 
forming sample datasets for every model. This part is called 
Bootstrap. Boosting combines weak learners into strong 
learners by creating sequential models such that the final 
model has the highest accuracy
3). Gradient Boosting

The term gradient boosting consists of two sub-terms, 
gradient and boosting. Gradient boosting re-defines boosting 
as a numerical optimization problem where the objective is to 
minimize the loss function of the model by adding weak 
learners using gradient descent. Gradient Descent is a first-
order iterative optimization algorithm for finding a local 
minimum of a differentiable function. As gradient boosting is 
based on minimizing a loss function, different types of loss 
functions can be used resulting in a flexible technique that can 
be applied to regression, multi-class classification, etc.

Intuitively, gradient boosting is a stage-wise additive model 
that generates learners during the learning process (i.e., trees 
are added one at a time, and existing trees in the model are 
not changed). The contribution of the weak learner to the 
ensemble is based on the gradient descent optimization
process. The calculated contribution of each tree is based on 
minimizing the overall error of the strong learner.

4. Extra Trees 
Extra Trees Classifier is an ensemble learning method 

fundamentally based on decision trees. Extra Trees Classifier, 
like Random Forest, randomizes certain decisions and subsets 
of data to minimize over-learning from the data and 
overfitting.
Deep Learning Algorithm Workflow

The Workflow and algorithms for Deep Learning are shown 
in Figure 3. In this Deep Learning algorithm workflow, a 6-
Layered Convolutional Neural Network (CNN) Architecture 
for the given IDC Dataset is used [16]. 

Figure 3. Deep Learning Algorithm Workflow

The image data acquisition and data analysis are done on 
the input raw data image as the first step. The data is prepared 
for Convolutional Neural Network (CNN) image using image 
resizing and image augmentation process [17]. This
Augmented data information is partitioned into training 
image set and testing images set [18]. The training image set 
is used for building, training, and validating the performance 
of CNN. The testing image set is used for testing CNN along 
with the training set testing results [19]. At the end of this 
process, an evaluation of performance of CNN model is 
visualized [20].
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IV. RESULT ANALYSIS

This section gives information about the results of various 
algorithms used for the classification. Figure 4 gives accurate 
information about Logistic Regression. 

Logistic Regression:

Figure 4. Logistic Regression Accuracy

Figure 5. Confusion Matrix of Logistic Regression

Random Forest:
The Figure 6 gives the accuracy information about Random 

Forest Logistic Regression. 

Figure 6. Random Forest Accuracy.

of Logistic Regression.

Figure 7. Confusion Matrix of Random Forest.

Gradient Boosting:

Figure 8. Gradient Boosting Accuracy

of Logistic Regression.
  The Figure 5 gives information about the Confusion Matrix  

  The Figure 7 gives information about the Confusion Matrix 

The Figure 8 gives accurate information about Gradient Boosting. 
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The Figure 9 gives information about the Confusion Matrix 
of Gradient Boosting.

Figure 9. Confusion Matrix of Gradient Boosting.

Extra Trees:

Matrix of Extra Trees.

Figure 10. Extra Trees Accuracy

Figure 11. Confusion Matrix of Extra Trees.

Convolutional Neural Networks (CNNs):

Convolutional Neural Networks (CNN) architecture.

Figure 12. CNN Architecture.

algorithms for Breast Cancer Classification Analysis on 
different images.

TABLE I. 
COMPARISON OF ALGORITHMS

S. No. ALGORITHM ACCURACY

1 Logistic Regression 66.39 %

2 Random Forest 71.80 %

3 Gradient Boosting 77.29 %

4 Extra Trees 73.06 %

5 Convolutional Neural 

Networks (CNNs)

80.36 %

V. CONCLUSIONS 

The goal of novel study here was to comprehensively 
summarize and build the existing prior research and evaluate 
the performance of machine learning and deep learning 
methods in the task of distinguishing between benign or 
malignant lesions. This design shows the accuracy of 66.39 
% for Logistic Regression, 71.80% accuracy for Random 
Forest, 77.29% accuracy for Gradient Boosting, 73.06% for 
Extra stress for the selected dataset. Although these results 
are promising, it is acknowledged that the test set used in our 
experiments is relatively small and our results require further 
clinical validation. 

Typically, screening mammography is only the first step in 
a diagnostic pipeline, with the radiologist making a final 
determination and decision to biopsy only after recall for 
additional diagnostic mammogram images and possible 
ultrasound. However, in the study, a hybrid model including 
both a neural network and expert radiologists outperformed 
individually, suggesting that the use of such a model could 
improve radiologist sensitivity for breast cancer detection 
with an accuracy of 80.36%. Hence, this proposed approach 
may aid clinical specialists in diagnosing and treatment 
planning at an early stage.

Trees. Figure 11 gives information about the Confusion 
The Figure 10 gives accuracy information about Extra 

The Table 1 gives  comparison of accuracy of different 

The Figure 12  gives the information about building 
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Abstract: Coal mining poses several environmental 
challenges.  There are many problems associated with coal 
mine accidents, land subsidence, and mining waste disposal. 
Environmental pollution is one of them. Our proposal 
addresses these issues. Our device is designed to monitor and 
analyze temperature, humidity, pressure, and other related 
parameters in an underground coal mine using the Lora 
protocol and a Nodemcu esp8266 controller. ESP32 camera
takes a picture that is sent to authorized recipients. 

By using SMTP (simple mail transfer protocol), an 
individual can send emails to the server. The Nodemcu esp8266 
is used in conjunction with a temperature and smoke detector 
as well as a gas detector to sense the mine's climate parameters 
and Wi-Fi to send the parameters to Thing Speak, then the 
OLED display (organic light-emitting diode) will show all 
sensor values. We must design a cost-effective and reliable 
device for the solution. To create a device that will ensure the 
lives of coal miners.

Index Terms: Arduino Nano, ESP32camera, LoRa
Technology, Node MCU esp8266 Controller, SMTP Protocol,
Thing Speak Server

I. INTRODUCTION  

The country relies heavily on coal mining to meet its 
energy needs. Coal mines are dangerous places where 
carelessness/unavoidable conditions can cause accidents. As 
compared to underground coal mines, open cast mines can 
be considered safer. The workers in open cast mines do not 
have to worry about humidity, heat, or suffocation. It 
appears that some miners come out of the underground mine 
before their shift ends. The mine management does not keep 
track of early adjournments by such miners, and the number 
of trapped persons is always unknown. Identifying the 
victims of accidents may be difficult for mine managers. As 
mining emits toxic gases such as carbon monoxide and 
methane, the mining environment is complex [1]. When the 
concentrations of these gases exceed a certain level, miners' 
lives could be at risk. The corrosion in enclosed spaces 
causes different types of damps. In addition to removing 
oxygen from the atmosphere, they can also lead to explosive 
environments.

The primary problems in coal mining are accidents 
caused by a variety of reasons and by improper maintenance 
or monitoring. Because of the death and resource losses 
caused by mining, the miners' lives are at risk. The risk of 
prolonged illnesses may be another cause of death. The 
semiconductor gas sensor is used for monitoring the 
concentration level of harmful gases present in coal mines, 
such as SO2, NO2, CO, etc. A wireless sensor network can 

address the key issues of communication bandwidth, mobile 
data transmission, staff orientation, real-time monitoring of 
the work surface, and synchronization monitoring, among 
others.

II. RELATED WORK

Hazardous atmospheres increase the risks associated with 
mining and industrial accidents. The result can be greater 
environmental damage, as well as property damage and 
human casualties[2].There are a variety of moral, legal, and 
commercial reasons why hazardous sites require greater care 
and security[3].As part of various measuring aspects of coal 
mining, wireless sensor networks are used in the mining 
environment for process control of the virtual environment. 
Listed below are a few examples of coal mining monitoring 
applications.

A.  Arduino based smart helmet for coal mine safety
SurajC. Godse, etalhad proposed an Arduino-based smart 

helmet for coal mine safety. The system measures 
temperature, humidity, and oxygen levels. Flammable gases 
are detected by sensors in the mine[4].The sensors are 
activated whenever the sensed parameter exceeds the limit.
A comparison is made with the limit of the sensing device to 
verify the sensed data [5]. Workers in mines will be able to 
move safely with this alarm system that alerts them when an 
alarm goes off. With the vibration motor, mineworkers are 
alerted by vibrating their necks. A report concludes that coal 
miners are protected and their work methods are altered by 
the system.

B. Coal mine monitoring and alert system with data 
acquisition

Kugan raj S, et al had proposed a coal mine monitoring 
and Alert system with Data Acquisition [6]. An ATmega250 
board is used to implement a wireless sensor network. The 
main controller is accompanied by pressure sensors, 
temperature sensors, heartbeat sensors, oxygen sensors, and 
an antenna for the wireless transceiver. A design system is 
composed of data gathering, data processing, and data 
monitoring components.

The goal of real-time messaging is to communicate 
different ideas that will enable real-time message delivery 
within the network. It collects mining-related data in real-
time using CAN-based sensors. A transmitter between the 
mine station and the base station allows data collected 
within the mine station to be wirelessly communicated to a 
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transceiver at the base station [7,8].It monitors underground 
conditions. Signals transmitted from underground stations 
are converted into lab view variables by a controller. With 
this design, an area can be managed using a sensor, 
automatic detection, and microcomputer technology. 
Observations and warnings of data in real-time are part of 
the report. Additionally, IoT systems with advanced 
functionality can be used. 

C.  Coal mine safety monitoring and alert system 
S.R Deokar, J. S Wakode had proposed a coal mine safety 

monitoring and alert system [9]. Wireless transmitters and 
receivers are incorporated into wearable devices. The smart 
helmet contains several components, including a 
microcontroller, a sensor, an accelerometer, a flashlight, an 
alert switch, a headphone, and a memory card. A low 
amount of power is used in this design. In this experiment, 
the helmet's sensors detect when the wearer is taking it off. 
Whenever the system detects a gas level greater than the set 
level, the helmet flashes [5,10]. All sensor data are amplified 
by the controller when it transmits it. Through this design, 
an emergency message is sent to the base station via ZigBee. 
Information is displayed on the PC. 

D.  Coal mine safety system using a wireless network(GSM)
VSwarna,et alhad proposed the development of a coal 

mine safety system using a wireless network (GSM). The 
main objective of this system is to receive signals by 
receiving information from sensors [11]. The system also 
addresses bandwidth issues. According to the system, 
conventional approaches are more cost-effective when it 
comes to data transmission methods used by Arduino 
microcontrollers, thermometers, gas sensors, IR sensors, and 
GPS mobile phones. The cost of these systems will be 
reduced by wireless sensor networks and GPRS. In addition 
to monitoring any parameters within a coal mine and 
alerting when they exceed the tolerance limits, it can also 
assist in implementing coal mining technologies [12]. 

E.  Automatic safety and alarming system for coal mines 
NazminA, et al had proposed an automatic safety and 

alarming system for coal mines [13]. This design is aimed at 
providing underground conditions in mines to reach the 
stations. In a mining environment, properties such as 
temperature, humidity, gas sensors, and the water level 
would be monitored in real-time. When the threshold limits 
are exceeded, miners would be notified. 

There are two parts to the system. The hardware consists 
of RF transmitters and receivers[14,15]. Sensors in the 
ground control room continuously monitor underground 
parameters. Mineworkers wear wristbands attached to 
sensors in the ground control room. 

A variety of sensors are connected to the system, 
including temperature sensors, humidity sensors, gas 
sensors, water level indicators, and wireless sensor 
networks. Based on research, it is necessary to install a real-
time safety monitoring system to track underground 
parameters. The system will alert authorities to take 
appropriate action. 

III.  METHODOLOGY

A. Method 

This methodology proved to be effective in completing 
the project and making it usable. In coal mine safety 
systems, several sensor modules are used, including smoke 
detectors, temperature, and humidity sensor buzzers, OLED, 
Arduino Nano, ESP32 cameras, and Lora modules. Monitor 
and control the system by connecting all of the sensors to 
the ESP8266NodeMCU.Ultimately, the system is designed 
for monitoring and controlling[3,16].When the gas levels 
exceed the normal range the gas sensor sounds and the 
esp32 camera takes a picture that is sent to an authorized 
person via email. The data from the sensors is sent to the 
cloud regularly for analysis. In coal mines, we carefully 
monitor the quality of the air, temperature, and humidity 
levels [17]. The control of the entire system is handled via 
the IoT thing speak platform. Using the internet of things 
platform, we have developed widgets that can control the 
buzzer manually, if there is no internet connection, the 
Nodemcu, and Arduino Nano exchange data through Lora 
RF modules. 

B. Hardware Description Materials 

NODEMCU (ESP8266) 

The Nodemcu CP2102 board is a highly integrated Wi-Fi
device that can be used for a wide range of applications. 
Because it is self-contained, it can address a wide range of 
networking requirements to host or offload various Wi-Fi
functions. In addition, ESP8266 has built-in peripherals that 
make it easy to integrate with a variety of application-
specific devices. As a result of the onboard peripherals, the 
development environment is low-complexity, and external 
peripherals are minimized. Figure 1 shows the ESP8266 
Development board. It is used for a wide range of 
applications. 

Figure 1. Node MCU ESP8266 Wi-Fi Development Board 
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ARDUINO NANO

An ATmega328P chip developed in Italy in 2008 is used 
on the board. It has 30 male DIP30 I/O headers. There are 
14 digital pins, 8 analog pins, 2 reset pins, and 6 power pins. 
The Arduino IDE can be downloaded from the Arduino 
website. The Arduino Nano has almost all of the same 
features as the Arduino UNO. The Arduino Nano operates at 
5 volts, and input voltage can range from 7 to 12 volts. The 
maximum current rating of the Arduino Nano is 40mA, so 
any load connected to its pins shouldn't exceed that. Each 
digital and analog pin has two main functions: input and
output. The Arduino pins connected to sensors must be used 
as output pins to drive some load. Figure 2 illustrates the 
Arduino Development board. It is used for an extensive 
range of applications. 

Figure 2. Arduino NANO

ESP32 Camera

The ESP32 has been used to develop a low-power camera 
module based on the CAM-ESP32. The board has a TF card 
slot and an OV2640 camera. IoT applications involving Wi-
Fi image uploading, QR codes, etc. can be developed using 
an ESP32-CAM device. With the onboard ESP32-S module 
WIFI and OV2640 flash camera, data can be stored on a 4G 
TF card. Images can be uploaded via Wi-Fi. It has multiple 
sleep modes and a low sleep current of up to 6 mA. Pin 
headers can be integrated into many products. Wireless 
LAN connectivity is provided by the ESP-32S module. 
Devices connected to the internet can use the ESP32-D0WD 
Processor. Figure 3 demonstrates camera module pin 
components and how each of them is used for its 
functioning.

DHT11

Temperature and humidity are measured by an NTC and a 
microcontroller run on an 8-bit processor. A voltage range 
of 3.5-5.5 V is used for operation, the device draws 0.3 mA 

output. Its temperature range is 0 to 50 degrees Celsius with 
± 2 . The humidity range is from 20% to 
80%. There is a 16-bit resolution for temperature and 
humidity with a precision of 1% and 1°C. Many sensors, 
such as the DHT11, measure temperature and moisture. An 
8-bit microcontroller calculates the humidity and 
temperature values based on an NTC sensor. Other 
microcontrollers can easily be connected to it, as well as 
calibrated. With a sensor that measures 0°C to 50 °C and 
20% to 90%, temperature and humidity can be measured 
within 1°C and 1 percent. When measuring in this range, 
this might be the best option. Figure 4 explains the DHT11 
module pin components and how each of them is used for its 
working. 

MQ135

MQ-135 sensors detect poisonous gases in mines and 
offices, as well as air quality. The sensors use tin dioxide 
(SnO2) as their gas sensor. The conductivity of tin dioxide 
increases pollution. Ammonia, oxides of nitrogen, smoke, 
CO2, benzene, and other dangerous gases can be detected by 
the air quality sensor. On the air quality sensor is a small 
potentiometer that allows the load strength to be adjusted. 
For operating 5V power supply is required and it produces 
digital logic output 0 or 1 or analog output 0-4V. In this 
project, it is used for measuring the concentration level of 
benzene gas in free space. Figure 5 elucidates the MQ135 
module pin diagram.

Figure 5. MQ135 Sensor

Figure 4. DHT11 Sensor

Figure 3. ESP32 Camera
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This LoRa Ra-02 module uses SEMTECH's wireless 
transceiver SX1278 to transmit data wirelessly. With 
advanced LoRa spectrum distribution technologies, it is 
possible to communicate over a distance of 10,000 meters. 
Air wake-up consumption is highly effective in terms of 
anti-jamming capability and function. For smart homes, 
spectrum modulation is used in LoRa technology with 
sensitivity of -148dBm.It is possible to program 
approximately 300 kbps FSK, GFSK, MSK, GMSK, LoRa, 
and OOK modulations are supported by this module.  RSSI 
dynamically adjusted from 127dB to 129dB.The main 
highlight of LoRa has automatic radio frequency 
(ARF)sense and CAD with ultra-fast automatic frequency 
control (AFC) packet engine up to 256 bytes. Figure 6
explains LoRa module pin components.

IV. SYSTEM DESIGN

A. Block Diagram of the proposed models
The input and output devices used to develop the devices 

are divided into two types:  a coal mine unit that fits on the 
miner's helmet and allows for movement in the mine, and a 
control room unit that monitors the mining operation.  In the 
mining environment, each sensor is well organized for 
sensing and transmitting to the cloud for analysis.

Figure 7. Block diagram of Proposed System at Transmitter

Figure 7 illustrates the proposed model for developing a 
perfect system, providing a framework for it. In this, all 
components connect with Node MCU, which control and 
provides instructions.

B. Control room unit 
It is placed at the base station and monitors the coal mine 

unit.  It receives the data from the transmitter unit and 
analyzes the data and shows it on an OLED display. Figure
8 represents the block diagram of the proposed model at the 
base station and gives the framework for it. 

C.  Circuit Diagram of Transmitter device

Figure 9. Circuit diagram of a Proposed System at Transmitter

LoRa Module

Figure 6. LoRa Module

Figure 8. Block diagram of Proposed system at the Receiver 
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Figure 9 shows the internal connections of the system on 
the transmitter side.

Figure 10 shows the internal connections of the receiver 
system. Their pin configuration determines how the receiver 
system works.  

Figure 10. Circuit diagram of Proposed system at Receiver

E.  Software Development 
Various software techniques are utilized for the working 

of mine safety systems are

a) Arduino IDE
IDEs integrates code development environments. IDEs

provide a wide range of tools for software developers. 
Computer programmers can create or test software on this 
device because it has all the tools they need. This 
environment is composed of a compiler, debugger, editor, 
etc.

With the Arduino IDE, code can be written quickly and 
uploaded directly to the board. C++ and C are open-source 
programming languages that can be used to program your 
board. All Arduino boards support these languages. USB 
cables (A or B plugs) are required for Arduino Nano and 
Node MCU.

b) Things Speak Server
Thing Speak is an IoT analytics platform that aggregates, 

visualizes, and analyzes real-time data streams. A device 
posts data to Thing Speak, and Thing Speak provides instant 
visualizations. Thing Speak allows you to analyze and 
process data as it is coming in online by executing 
MATLAB code. The Thing speak is often used to develop 
prototypes and proofs-of-concept of IoT systems requiring 
analytics.

An increasing number of embedded devices (things) are 
connecting to the Internet on the Internet of Things (IoT). 
These connected devices use cloud storage and computing 
resources to store and analyze sensor data, which provides 
valuable insight. Cloud services have become more 
affordable and widely available, driving this trend.

F.  Working on the proposed system
The underground unit is powered by a rechargeable 

battery, which supplies power to all the components within 
the unit, and the underground unit is powered by the ground 
station unit. The system has been fully initialized. 
Microcontrollers receive data from sensors. Those devices 
generate data, which is analyzed and displayed by servers in 
the system. The data are displayed as charts. They are 
arranged accordingly. Each minute, our camera module 
captures images of the mining environment and sends them 
to the respective email address. As the internet cannot be 
accessed for any reason, LoRa is responsible for controlling 
the entire system and for transmitting and receiving data.

V. RESULT

Spreading of the spectrum is achieved in LoRa 
modulation by generating a chirp signal which is 
continuously varying in frequency. The benefit of the 
procedure is the time and frequency are counterbalance 
between transmitter and receiver so that the designing of 
receiver is simple. The required data are chipped at a higher 
data rate and modulated onto the chirp signal. The relation 
between the bit rate, wanted data, chip rate and symbol rate 
for LoRa modulation is defined as, 

A variable error correction scheme provides the noiseless 
transmission by LoRa modulation. The nominal bit rate of 
the data signals as,

D. Circuit Diagram of Receiver Device  

(1)

(2)

(3)

(4)
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Another important parameter is the receiver sensitivity is 
defined as,

modulation bit rate, Rs is symbol rate, CR is code rate, NF is 
the receiver noise figure, SNR is signal-to-noise ratio and Rc

-
Hz of bandwidth

Figure 11. working of a Transmitter Device

Figure 11 illustrates the assembling of the transmitter 
device and it s working under the mine conditions. Tests are 
done to ensure that the sensors mounted on the helmet can 
be trusted for the specified limits and also specifically for 
their functions. In addition, alarms are triggered based on 
data from the sensors. LORA technology is used to build 
wireless sensor networks that enabled real-time surveillance 
and early warning of methane, temperature, and humidity in 
the mining area, thus reducing safety concerns during coal 
production. By installing this system in mines, can avoid the 
baneful, deleterious, noxious, and pernicious situation. Apart 
from that camera send live telecast in the mine.

Figure 12 illustrates the assembling of the Receiver
device and its working. The receiver provides data from the 

the collection of the data in the form of bits and stores in a
memory card. If any data is lost, it is already stored in the 
camera module memory card as well as in the mail.

Figure 13. Variation of temperature and humidity with Time
Figure 13 displays the humidity and temperature of the 

environment. Taking the plot along the time axis and 
examining how they are related. These plots are stored in a 
server for analysis.

Figure 12. Working of a Receiver Device
Figure 14. Variation of Air quality with Time
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(5 )

Where, SF is spreading factor, BW is bandwidth (Hz), Rbis 

transmitter and displays it. SD card reader is responsible for 
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Figure 14 shows the toxic content in the surroundings. It 
represents the quality of air around the person. A graph is 
plotted along the time axis and stored in a server for 
analysis. 
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Figure 15. Variation of dangerous gas (Benzene) with Time

Figure 15 shows the sudden variation of benzene. With 
the analysis of the variation can find the air content in the 
low-lying area in the mine. By taking pre-precautions in 
mine can avoid the irritation of the skin, eyes, throat, and 
nose for the worker.

VI. CONCLUSIONS

Sometimes mine workers are facing very tough 
conditions like fire, flooding, the collapse of roofs and sides 
or walls, the emission of poisonous gases and ventilation 
failures while they are working in mines. Second the 
wireless internet connectivity is almost zero in the deep 
mines. For their safety, we assemble an embedded system 
circuit on the helmet. This system is also useful in the 
absence of the internet since it creates its network and sends 
signals from one node to another. In this system sensor and 
camera is installed, which is controlled by Nodemcu that 
continuously monitors atmospheric parameter, clips the 
picture and send to the control room. OLED continuously 
displays the live atmospheric parameter values in the control 
room. The control room server is connected to the internet 
so that any authorized person can monitor the mine 
conditions from anywhere in the world. If any atmospheric 
parameter crosses the threshold values, controller alerts the 
safety team and they take appropriate action to rescue the 
worker before any accident.

This project made use of components that were 
reasonably priced, durable and easily accessible. As a result, 
the project is affordable and easy to maintain.

VII. FUTURE SCOPE
It is possible to prevent sudden flooding by measuring the 

moisture content of the soil mines with the moisture sensor. 
We

can use wireless underground networks (WSNs) to 
improve network infrastructure in underground mines by 
broadcasting and receiving data through the soil.
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Abstract: Electricity consumption is growing rapidly across 
the globe and has become an essential component in 
life. This allows us to use the various electronic and electrical 
equipment wherein the electricity is essential for ensuring their 
proper functionality. These electronic and electrical gadgets 
are power dependent. People use electricity in their day-to-day 
life by connecting to power grid without realizing how much it 
costs to produce it. Energy efficiency is one of the important 
challenges to minimize the consumption of the resources of the
earth. Thus, it is important to find alternatives for power 
management not only in individual homes but also in public 
places. This paper aims to design a system that monitors the 
public traffic in metro trains, stations, and shopping complexes 
and update the live status of the web application. The system 
also provides automatic power management by controlling the 
load automation with the present person count. Based on that, 
it will turn on/off the fans and control the light intensity using 
an LDR sensor to save power.

Index Terms: Blynk App, Home Appliances, IoT Application,
Relays, Sensors, Wi-Fi

I. INTRODUCTION

With the advancement in automated technology, life is 
getting easier and simpler. Systems which were handled 
manually earlier are now being replaced by automated
systems. Internet has become a part of life, and this led to 
rapid increase in internet users. Through networking sharing 
of information and completing tasks remotely is possible 
now and thus things like consumer goods, industrial goods, 
etc., can be networked. Now it is possible to control the 
basic home functions and features using IoT and this can be
done from anywhere in the world. This results in saving the 
power and electrical energy. The main aim of the proposed 
work is to monitor public traffic in metro trains, stations,
and shopping complexes and to update the live status of the 
web application. The system will be very useful to public
and management to get advance public traffic information in 
particular areas. Based on the amount of public traffic,
people will plan their schedule to visit places, and 
management will plan to increase train frequency for public 
comfort. The system also provides automatic power 
management by controlling the load automation with the 
present people count. The system monitors the people s
entry and exit, and the total count inside the area. Based on 
that, it will turn on/off the fans and control the light intensity 
using an LDR sensor. It has been found that IoT plays a

significant role in achieving the said objectives in a more 
secure way.

Due to the expansion in digital technologies currently, the 
smart city is becoming smarter than in the past. Many 
electronic equipments of various kinds such as sensors for 
various applications are connected and forms a 
transportation system which also comprises smart cities.
Thus, automated power management in public areas using 
IoT is also a part of smart city. The paper is described in the 
following way. Section II discusses the related work; the 
proposed system is discussed in section III followed with
results in section IV. Section V concludes the paper.

II. LITERATURE SURVEY

A systematic review of the literature is an assessment of an 
existing research on one or more specific subject concepts.
Here, a Smart Power Management System is considered as a
topic of interest in this paper.

In paper [1], the authors Devashish et al., has introduced
ower Monito . In this system, an

automated electric power meter is used in domestic power 
distribution system. By integrating Wi-Fi, Arduino and 
GSM a smart power monitoring distribution system is 
designed. The system provides optimized data and thereby 
reduces the power consumption. The system is useful for 
domestic customers wherein the power supply is cut in 
absence of any human beings.

In [2], Mohammad Hossein Yaghmaee et al., have
proposed an IoT based smart energy metering. The system
measures the amount of power consumed and the power line 
parameters and sends this information to a central server 
through an intermediate gateway on the internet. The system 
also controls the electric appliances and whenever necessary 
turns them ON/OFF during the non-peak and peak hours 
respectively. This reduces the electricity cost for customers
and the amount of load is reduced at the electricity grid 
during peak hours.

Himanshu K Patel et al [3] introduced a system which 
eliminates the intervention of human in measuring the meter 
readings and in the generation of bills. This reduces the error
caused due to energy related corruption and any other chaos. 
The system is implemented using Arduino, GSM module, 
LDR sensor and relay. The system cost is also less, 
compared to the existing smart meters with the same 
functionality. 

IoT Based Smart Power Management in Public 
Areas along with Public Traffic Monitoring 

65
CVR College of Engineering



E-ISSN 2581 7957                                       CVR Journal of Science and Technology, Volume 23, December 2022
P-ISSN 2277 3916                                                                                   DOI: 10.32377/cvrjst2311

Bibek Kanti Barman et al in [4] proposed a smart energy 
meter based on IoT. Utilization of energy in an efficient way 
is very vital in the development of a smart grid in a power 
system. Thus, it is beneficial to have proper monitoring and 
controlling of power consumption in a smart grid. Since the 
communication is only one way, a smart energy meter was 
required that can provide full duplex communication. The 
proposed smart meter controls and calculates the 
consumption of energy using Wi-Fi module ESP 8266 12E
and finally updates it to cloud so that the consumers can 
view the reading. Thus, examination of energy is made easy 
and is controllable by the consumers. This system also gives 
the information of energy loss and does the home 
automation job using IoT.   

Fakieh, Khalid [5] proposed a new simple and inexpensive
method to regulate the wastage of power by imposing
penalties to the individuals or the organizations by the 
power distribution. The system compromises of thermal 
sensing and associated hardware and requires less
installation cost and maintenance is very cheap. This method 
allows the government to control the entire power wastage 

III. PROPOSED METHOD

One of the most effective methods for power management 
is the smart power management system based on IoT.
Industrialists and researchers are working towards power 
management systems and the latest developments in IoT 
have made it possible to save energy. Saving energy is
possible through the usage of IP (Internet Protocol) enabled 
service.

The main objective of this proposed method is to 
implement IoT-based smart power management in public 
areas, along with advanced public traffic monitoring, to 
create smart technology in cities thus making it a smart city 
incorporating smart transport, buildings and thus creating a
digital society.

The system can be seen in figure 1. The system consists of 
a micro controller (Arduino) which can communicate with 

Arduino IDE editor. Arduino with Wi-Fi module transmits
the values i.e., the persons count to Blynk App which is also 
displayed on LCD screen.

The system uses Blynk Server which is an Open-Source 
Netty based on Java server. The messages are forwarded 
between the various microcontroller boards like Rasberry Pi, 
Arduino etc., and the Blynk mobile application.

The block diagram shows all the hardware components in 
blocks. It includes blocks of IR sensor 1, IR sensor 2, Light 
Dependent Resistor (LDR), Relays, Wi-Fi module and 
Power Supply along with loads. Here the input components
are IR sensor modules, LDR sensor. The input components
after sensing give input signals to Arduino board. The output 

Figure1. Block Diagram of IoT based Smart Power Management System

The following gives the functionality of each block.

A. IR Sensor
These sensors (IR Sensors) are Infrared Sensors made of 

electronic devices and are used to measure as well as detect 
infrared radiation from the surrounding environment. The 

It basically consists of two parts i. an LED i.e, a light

object is close to the sensor, then the infrared LED within 
the sensor reflects off the object and is detected by the 
receiver at the sensor. These are the proximity sensors and 
are mostly used in any obstacle detection system. In the 
proposed work, two IR sensors are used, one at the entry and 
the other at exit. These sensors are used to count the number 
of persons entering and leaving.

Figure 2. IR Sensor module for Arduino

B. LDR Sensor
LDR sensors are light dependent resistors also called 

photoresistors. The resistance of these sensors changes with 
the light intensity falling upon them. The application of 
LDR sensors is to automatically turn on a light at a certain 
light level. Thus, the streetlights or the bulbs in rooms will 
be turned on. In the proposed work one LDR sensor is used 
and based on the light intensity level i.e., if it is dark then 

remotely and thus helps in power saving.

3-5V for it to function.

emitting diode and ii. A receiver. If any human being or an 

semiconductor  chip  inside the sensor should be  powered to

These take signals from Arduino. 

Blynk server via Wi-Fi. The  code is written using 

devices  are 16x2  LCD display, relay  module and  loads. 
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automatically light(bulb) will be turned on.

Figure 3. Interface LDR with Arduino

C. Relay
Relay is a switch which can be operated electrically. By 

using low voltage signals, relays are used to control high 
voltage circuits. Similarly, with the help of low current 
signals they are used to control high current circuits. In the 
proposed work, to protect the load from getting damaged by 
the high voltage/current a relay is used to connect the light 
bulbs between Arduino pin and bulb.

Figure 4. Arduino Relay module

D. LCD Display
In the proposed work, the user can interact with the device 

through the messages displayed on the LCD display. The 
liquid crystal display is a kind of display that uses liquid 
crystals for its operation and helps the user to operate the 
device. The serial input from the computer is accepted and 
the sketch is uploaded to the Arduino. The characters will be 
displayed on the LCD.

Figure 5. LCD Display

E. Arduino
Arduino is a project for designing and manufacturing

single board microcontrollers which is an open-source
hardware and software electronics platform and is easy to 
use.

These Arduino boards uses mostly Atmel 8-bit AVR 
microcontrollers with different pins and features and varying 
size of flash memories. The microcontrollers are pre-
programmed with a boot loader thus simplifying the
uploading of programs to the on-chip flash memory.

Through serial connection the program code is loaded in the 
boards from other computers. Using sensors and actuators,
the electronic devices can interact with the environment 
through Arduino projects which are low at cost and are very 
easy for the professionals to work with.

Figure 6. Arduino

F. Wi-Fi Module
Wi-Fi is a local area network of devices and internet 

access and allows the exchange of data wirelessly among 
digital devices. The Wi-Fi module can give any 
microcontroller access to the Wi-Fi network. The module 
will be capable of either hosting an application or offloading 
all Wi-Fi networking functions from another application 
processor.

G. Power Supply
For the components to work, a power supply of +5V is 

provided. ICLM7805 is used to provide a constant power 
supply of +5V.

The schematic layout of the proposed model is shown as 
circuit diagram which is implemented in software.

Figure 7. Circuit diagram of the proposed system

Monitoring and controlling of the power i.e., ON/OFF 
functionality is done by the communication protocol. The 
environment is sensed and monitored by the sensors which 
measures and sends the data to the microcontroller which in 
turn is processed and the sensed data is used to control and
to monitor the appliances. Voltage and current sensors are 
interfaced with the microcontroller to monitor the voltage 
and current respectively. All the loads are connected to the 
board through a relay which acts as an electrical switch.
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IV. RESULTS

IoT based Smart Power Management with Public Traffic
Monitoring System was developed by employing Arduino 
and Wi-Fi module. It also uses IR sensor module, LDR 
sensors as inputs to Arduino (microcontroller unit). The
system communicates with the Blynk server via Wi-Fi. The 
system not only controls the appliances but also considers 
the public traffic in specific areas and the information is sent 
to the Blynk server through Arduino and Wi-Fi module. In 
the system an LCD display is also used so that the persons 
count (public traffic) is available at the Blynk app as well as 
is displayed on the screen. The results are updated in the 
server. Figure 8 shows the complete IoT based Smart Power 
Management with Public Traffic Monitoring System 
prototype with all the connections, sensors, relays, and load. 
Results are explained with the help of images.

Figure 8. Image with bulb on as per the count
As shown in figure 8, the bulb glows according to the

people count. The IR sensor will sense the number of 
persons entered in the room and leaving the room, if the 
count is below 5 then it will automatically turn on one bulb
and one fan.

Figure 9 displays the number of people entered in the 
room; the IR sensor will sense the number of counts. The 

count will be read by Arduino through IoT application and 
then the count is displayed on the Blynk app. The count is
also displayed on the LCD display.

                             

Figure 10 shows the glowing of bulbs according to the 
people count. The IR sensor will sense the number of people
entered in the room and the number left. If the count is 
more than 5 it will automatically on two bulbs and one fan.

According to figure 11, the count shows 6 persons 
present in the room and 18 have left. Thus, depending on the 
number of persons entering and exiting the count is varied 
and is displayed on the screen. Also, as per the count the 
appliances are automatically turned ON and OFF. This 
information regarding the number of persons in a particular 
area is also uploaded to Blynk server via Wi-Fi network and 
is useful for both public as well as management to know the
crowd at that place such as malls, stations, stadiums, etc.

Figure 11. Image displaying number of people

Figure 10. Image with bulbs and fan on

Figure 9. People count on LCD display
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V. CONCLUSIONS

In this paper, an IOT based smart power management
along with advanced public traffic monitoring system 
has been developed. The system monitors and controls the 
power consumption of home appliances at home as well as 
at other places automatically, manually, and remotely by
using wireless network. The system is easy to design and 
consumes less power and is provided at low cost with 
portable size. The Arduino is programmed accordingly in 
Arduino IDE software which works without any time lag. 
The LCD display provides comfortable interaction by 
displaying essential data without any uncertainties in time.
The device is implemented with an idea to provide 
accessibility at any public place with affordable cost of
installation. 

FUTURESCOPE

The proposed system will be controlling only two 
appliances such as bulb and fan and thus is a prototype and 
is not a completely developed system. In future, it can be 
extended for controlling other appliances like ovens, 
washing machines, refrigerator, air conditioners, etc., and 
that too for real time applications. To control the home 
appliances human intervention is required. If the usage of 
appliances is reduced, then power saving will improve and
thus whenever the appliances are not needed then they 
should be turned off automatically to save power. The
appliances can also be controlled manually. The system can 
also be extended to incorporate algorithms that can measure
the changes in the weather conditions according to the 
season. Also to detect, update the changes in season based 
on the temperature, humidity, and brightness. Thus, IoT
based energy management system for numerous applications 
plays an important role in the scheduling, monitoring,
controlling, optimization of enterprise energy, and 
improving organization/ labor productivity. This can be 
implemented with low power consumption and can be 
operated with high speed. In the future advancements of
Traffic Monitoring System, a feature of emergency stop can 
be added, and the components used can be upgraded
accordingly.
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Abstract: In the context of actions for small cities, CVR 
Solar Powered Weather Station has been developed to monitor 
changes in Weather. Users can find out the weather changes in 
the area and can plan their day-to-day activities. In several 
important productive areas, such as farming, the climate plays 
a crucial role. These days, there is a lot of climate change, 
which is why it is bothersome that old weather forecasts are 
growing closer and less accurate. Therefore, miles are crucial 
to embellishing and modifying the weather forecast model. To 
cater the needs of current socio-economic changes, a solar 
powered IoT Based Weather Monitoring System plays a vital 
role in predicting changes in weather.

A Machine Learning Model to Predict Weather Conditions 
in Mangalpalli Area is presented in the article.

Index Terms: LoRaWAN Gateway, Machine Learning 
Model, Photosynthetically Available Radiation, Total Solar 
Radiation

I. INTRODUCTION

LoRaWAN weather station enables one to measure
atmospheric conditions to provide information for weather 
forecasts and to study the weather and climate. The Main 
Process Unit (MPU) Consists of various sensors that include

Rain Gauge Sensor
Temperature/Humidity/Pressure sensor,
Wind Speed/direction sensor,
Illumination sensor,
CO2 sensor,
Rain/Snow sensor,
PM2.5/10 sensor,
PAR (Photosynthetically Available Radiation) 
sensor,
Total Solar Radiation sensor 

Main process device WSC1-L is an outdoor LoRaWAN 
RS485 end node. It has a built-in lithium-ion backup battery 
and is fueled by external 12-volt solar power. The 
LoRaWAN wireless protocol is used by the WSC1-L to read 
values from a variety of sensors and transfer the sensor data 
to an IoT server. The WSC1-L can function with a typical 
LoRaWAN Gateway and is completely compatible with the 
LoRaWAN Class C protocol. A woody area utilized for 
weather forecasting is a part of a system of information and 

protection, as one of the greatest natural barriers in all 
aspects of our existence, remarkable.

The purpose of the proposed work is to format accurate 
weather forecasts. Long-term climate change on Earth will 
occur, and its effects on current and upcoming generations 
are both unknown. Our ability to forecast end-of-life 
climates is a fantastic opportunity to provide information so 
that stadium insurers can make educated wishes for the 
future of the globe.

The proposed model aims in a way to govern the state of 
staff inconsistencies and inequalities and performs its 
function of accurately predicting the weather. There are 
three basic types of load forecasts: the first is the short-term 
prediction, which involves estimating demand from a few 
hours to a few days. Second, there are long-term forecasts, 
which aim to predict demand from a few years to a few 
months, and medium forecasts, which aim to predict demand 
from a few weeks to months. Various potential load 
forecasting techniques, including the Similar Day Approach, 
Regression, Time Series Analysis, Artificial Neural 
Networks, Expert Systems (rule based), Fuzzy Logic, and 
Support Vector Machine (SVM) are evaluated and 
presented. In order to exploit these predictions online for 
efficient energy management, this Work covers the 
fundamental concept of load forecasting utilizing ML 
algorithms in an IoT setting.

Internet of Things is a novel paradigm combining 
telecommunications [1] and any kind of device using 
sensors. The Internet of Things (IoT) is seen as an 
innovation and financial wave in the global data sector. The 
Internet of Things (IoT) is a sophisticated system that 
connects everything to the Internet in order to exchange data 
and transmit through devices that can detect it in accordance 
with established norms. It succeeds in achieving the goal of 
keenly identifying, tracking, following, overseeing, and 
observing things. It is an expansion and augmentation of an 
Internet-based system that increases communication 
between people or between people and things or between 
things and things. According to the IoT vision, many objects 
around us will be connected to systems in some way. 

Due to the extraordinary potential of the idea that almost 
every device may be viewed and controlled remotely 
through a link to the Internet, the Internet of Things (IoT) 
concept has recently attracted a great deal of interest from 
the scientific and industrial sectors. Such widespread 
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statistics analysis techniques. 
including temperature, rain, humidity, and other 
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connectivity would make a variety of services possible in 
many different contexts. Cities might profit from smart 
lighting control, more effective trash management, and 
ongoing infrastructure monitoring, for instance.[2]

Connected sensors can be used in industrial settings to 
continuously monitor the production process, allowing for 
the quick detection or even prediction of failures, while in 
the agricultural industry, the extensive collection of 
environmental data, such as temperature and soil moisture, 
can increase the quantity and quality of soil production 
while lowering costs. Various application scenarios could
also include health monitoring, home security, and home
automation.[3]

The term "smart environment" refers to an environment 
that is self-protecting and self-monitoring when it is
equipped with sensor devices, microcontrollers, and various 
software applications. When an occurrence takes place in 
such an environment, the dashboard shows warnings.
Intelligent environmental monitoring can help to monitor 
and manage the consequences of environmental changes on 
people, plants, and animals.

To gather the information needed to forecast the behavior 
of a certain area of interest, sensor devices are positioned at 
various points. The primary goal of the proposed Work is to 
create and put into place an effective monitoring system that 
will allow the required parameters to be supervised remotely 
over internet while the data collected from the sensors is 
stored in the cloud and the approximated trend is projected 
on the web browser. 

In this work, a wireless embedded computing system is 
proposed as a method for monitoring the temperature, 
humidity, and CO levels, or any parameter value crossing its 
threshold value ranges, for example, CO levels in the air in a 
particular area exceeding the normal levels, etc., in the 
environment. Furthermore, the answer provides advanced 
remote monitoring for data collected.

The last day's weather scenario is entirely dependent on 
weather prediction difficulties to determine how much the 
weather might vary in the future correspondingly. The 
concept of renewable solar systems is presented in this 
proposed work, along with several factors that have a 
significant impact on how well weather conditions are 
appreciated. These factors include the impact of solar 
radiation because of environmental reactions and reflections, 
which alter temperature conditions and consequently 
humidity conditions. Another important component that 
greatly affects climate conditions, including air velocity, air 
density, air direction, and air coolness, is wind speed. Thus, 
the suggested circumstances and variables have a significant 
impact on how accurately humans can predict the weather 
each day.

II. LITERATURE SURVEY

A. Conventional Weather Stations
Surface observations are ones that are made close to the 

surface. Instrument shelters around 2.0 metres above the 
ground are typically where temperature and humidity 
instruments are kept. The shelters are designed to provide 
enough ventilation while also shielding the instruments from 
direct sunlight, precipitation, and moisture. In the past, these 

shelters' designs have differed from nation to nation, and 
within nations, shelters have changed over time. In certain 
cases, systematic biases were introduced by the shelters or 
the tools. A thermometer that routinely reads temperatures 
that are excessively high or low is an illustration of a 
systematic mistake. Multiple tools and techniques are used 
to measure precipitation. The most popular technique is to 
gauge how deep the water is inside a container.

B. Modern Observing Systems
Meteorological Services will need to update their 

organisational structure and service model to provide the 
best service to all users who require meteorological support, 
continuously provide the users with more reliable data, and
put to use the products and innovations created by modern 
technology in the field of meteorology for both domestic 
and international users.

On the other hand, AWOSs can offer useful data and 
goods for a population's general safety and wellbeing as well 
as the numerous related economic advantages that can be 
obtained from these systems. In a number of crucial areas, 
including environmental monitoring for general forecasting 
and severe weather conditions, transport safety for road, rail, 
sea, and air vehicles, and educational and research purposes 
for the present and future understanding of global climatic 
conditions, the use of a modern automated surface 
observation system can meet these requirements.

In [4], the author suggested a reliable and cost-effective
automatic weather station. The author of this paper explains 
how the weather prediction system is evolving into a key 
issue in every weather extreme event that has a negative 
impact on both lives and property. In order to improve 
weather, forecast abilities and increase resilience to the 
effects of unfavourable weather report conditions, the 
accuracy of weather data is one of the key problems.

Any device running server software is also considered to 
be a server. Servers are responsible for managing network
resources. The Internet-based services and information are 
connected by LAN and made freely available to consumers 
via smart phones, internet browsers, or other browser-based 
devices in order to boost the system's intelligence, 
adaptability, and efficiency. Through this effort, people can 
learn about climatic changes. It functions well when it is 

the author to develop a weather monitoring system using 

uses both hardware and software. The concept's creator uses 

III. SYSTEM MODEL FOR PREDICTION USING 
MACHINE LEARNING

A. Random Forest Algorithm
Popular machine learning algorithm Random Forest is a 

part of the supervised learning methodology. It can be 
applied to ML issues involving both classification and 
regression. It is built on the idea of ensemble learning, 
which is a method of integrating various classifiers to 
address difficult issues and enhance model performance.

a different sensor to collect climatic information, which is 
subsequently stored in the cloud.

IoT. This  is straightforward to construct because  it 

accurate and efficient. So, the purpose of this  is for 
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Multiple models that are combined to solve classification 
and regression issues are referred to as ensemble algorithms. 
By examining a training set of data, classification seeks to 
pinpoint the discrete set of a new observation.

Competitive and cooperative ensemble forecasting are two 
subcategories of ensemble forecasting. According to a 
survey done by Soares et al., successful ensemble ML 
algorithms can be used to solve regression problems. [5]
Ren et al. presented state-of-the-art ensemble algorithms in 
2015, with a focus on forecasting wind and solar power [6].

As the name suggests, "Random Forest is a classifier that 
contains a number of decision trees on various subsets of the 
given dataset and takes the average to improve the 
predictive accuracy of that dataset." Instead, then depending 
on a single decision tree, the random forest uses forecasts 
from each tree and predicts the result based on the votes of 
the majority of predictions. More trees in the forest result in 
increased accuracy and mitigate the overfitting issue.

First, N decision trees are combined to generate the 

that was produced in the first phase. The Working process 
can be explained in the below steps and diagram:

training the raw data set to get an accurate prediction.

Step-1: Select random K data points from the training set.
Step-2: Build the decision trees associated with the 
selected data points (Subsets).
Step-3: Choose the number N for decision trees that you 
want to build.
Step-4: Repeat Step 1 & 2.
Step-5: For new data points, find the predictions of each 
decision tree, and assign the new data points to the category 
that wins the majority votes.

The ensemble method employed by random forest is 
bagging, sometimes referred to as Bootstrap Aggregation. A 
random sample is chosen from the data set using bagging. 
As a result, each model is created using the samples 
(Bootstrap Samples) that the Original Data gave, with a
replacement process known as row sampling. Bootstrap 
refers to this stage of row sampling with replacement. Each 
model is currently trained independently, producing results. 
After merging the outputs of all the models, the final 
decision is made based on a majority vote. Aggregation is 
the process of aggregating all the results and producing a 
result based on a majority vote.

This model was created using a Random Forest classifier, 
and it has an accuracy of 85.0%. It was trained using 10,000 
datasets, while we also tried K-Nearest Neighbours training. 
However, the accuracy of the Random Forest classifier is 
higher than that of other models.

IV. RELATED WORK

When compared to traditional weather monitoring systems, 
the smart weather monitoring system is quite compact and 
simple to install. The Smart Weather Monitoring System's 

cost-effective. Data from the sensors may also be sent to a 
web page that is accessible from any location in the world.
Because there are fewer parts, the smart weather monitoring 
system's maintenance costs are also quite low. The Smart 
Weather Monitoring System's sensors collect and analyse 

The recommended method considers both the practical 
application of various sensing modalities and their best 
integration. Additionally, machine learning strategies and 
deep learning architectures are applied to the various inputs, 
and the outcome from both strategies is combined to create 
the final decision, which predicts rainfall and provides an 
appropriate judgement on how much irrigation should be 
done. In contrast to current practises, the proposed method 
has offered a technology-based solution that would be 
advantageous to the agricultural and scientific communities 
due to its portability and use of edge analytics, where input 
is processed, and output is given at the device level only 
without the use of cloud platforms, the internet, or Wi-Fi.

Wi-Fi, Bluetooth, and Zigbee are a few examples of 
common wireless network-based protocols that can be used 
as IoT infrastructure. However, all these protocols have 
drawbacks, including low range coverage and high-power 
consumption, and are therefore unsuitable for use in 
distributed applications with constrained resources. LoRa, 

use of far less expensive sensors  makes this  very 

Figure 1. Various Techniques to train dataset

Figure 2. Various methodologies

easily detect any sudden change in the forecast, because 
of their high speed. Weather alerts are provided in advance.

random forest, and then predictions are made for each tree 

B. How does the Random Forest algorithm work?

Figure 2 explains various methodologies involved in 

Figure 1 describes the various training techniques of the
Random Forest classifier algorithm.

data that is used to predict the weather.  These sensors can 
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Figure 3. Architecture of LoRaWAN

which offers long-distance wireless communication, low 
power consumption, and a relatively low price, but has a 
limited data transmission capacity, can be the primary 
answer to this issue [7].
An outdoor Lora WAN gateway is the DLOS8. Through 

Wi-Fi, Ethernet, 3G or 4G cellular (the latter two supported 
by an extra module), you can connect a LoRa wireless
network to an IP network.

Figure 3 shows a typical LoRa network. It is designed to 
allow low-powered devices to communicate with Internet-
connected wide area networks [WAN] applications over 
long-range wireless connections [8]

Many weather monitoring systems are designed by 
deploying various sensors. Proposed model is Solar
Powered IoT Weather Station Using Rain Gauge which 
senses the values from the LoRaWAN Weather Sensors and 
sends them to Network Server through LoRaWAN Gateway. 
LoRaWAN provides unlicense
free. End Device WSC-1 collects data from various sensors 

Figure 4 delineates the working model of the weather station 
along with the solar panel and all the sensors as discussed in 
table 1.

V. RESULTS AND DISCUSSIONS

More consistent and trustworthy meteorological data must 
be obtained and delivered as soon as possible to those who 
are affected in order to meet the growing needs of the 
developing world. There is a great need for meteorological 
data assistance in many industries today, including aviation, 
transportation, agriculture, construction, tourism, health, 
justice, security, national defence, sports, written press, and 
visual press.

Since the atmosphere is alive, it must be regularly 
monitored by noting any notable alterations and phenomena. 
Only AWOS Automated Weather Observing Systems can 
be used to do this. Continuous observations cannot be made
with non-automated technologies.
Our network and application servers are both hosted on the 

things mate server. The data on the network server is 
unstable. Between the gateway and the application server, 
the network server serves as a medium. The data is erased 
from the network server as it is saved in the application 
server.
Cloud management helps one to access the data, and one 

can monitor the changes happening around them and take
preventive measures.

TABLE I.
LIST OF SENSORS DEPLOYED

S.NO Atmospheric
Parameters used

Range

1 Wind speed range (0-30m/s)

2 Wind direction (0-360°)

4 Pm2.5/10 (0- g/m3)

5 Temperature sensor (-

6 Humidity (0 -100%RH)

7 Illuminance (0-2/20/200Klux)

8 Rain Guage (0-4mm/minute)

9 Pressure Sensor (10-1100hPa)
(hPa=Hecta pascals)

10 Total Solar (300nm to 3000nm)

11 Photosynthetically 
available radiation

(0-

12 Rain/snow detect Yes/No

Radiation Wavelength

3 C02 (0-5000ppm)

Figure 4. Working Model

to stay in the surroundings by Alerts shown in Dashboard
indicating Co2, PM2.5, PM10 Levels.

through  RS485  Converter  board and the data is  sent to the 
gateway from WSC-1 Node.  In the Things Mate dashboard, 

 

 can see the latest values and the variations of parameters 
 in a plotted graphs and  can know whether  is preferred
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Figure 5. Things mate webpage

Figure 5 shows the application and network server where 
one can monitor the total number of sensors connected to 
LoRaWAN gateway. Our network and application servers 
are both hosted on the things mate server.

Figure 6. LoRaWAN Gateway

Figure 6 depicts a working model of the outdoor gateway 

communication between the end device and end user. The 
DLOS8 is an open source outdoor LoRaWAN Gateway. It 
lets you bridge a LoRa wireless network to an IP network 
via Wi-Fi, Ethernet, 3G or 4G cellular (3G/4G is supported 
by optional modules).

TABLE II.
TEMPERATURE READINGS

Figure 7. Trends of Temperature Data

From Figure 7 it can be clearly observed that the data 
received from the Temperature Sensor is relatively equal to 
that of the Reference Data.

TABLE III.
WIND SPEED READINGS

Figure 8. Trends of Wind Speed

relatively the same when compared with the reference 
values.

TABLE IV.
HUMIDITY READINGS

Days Sensor Data (%) Reference Data (%)

Day 1 95 93

Day 2 96 97

Day 3 98 97

Day 4 99 98

Days Sensor Data (m/s) Reference 
Data(m/s)

Day 1 4 3.5
Day 2 3 2.7
Day 3 2 1.8
Day 4 1.5 1.4

Days Sensor Data(0C) Reference Data(0C)

Day 1 23 25

Day 2 25 26

Day 3 26 27
Day 4 28 29

which is the backbone of this It enables the From Figure 8, can clearly that wind speed is 
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Figure 9. Trends of Humidity

relatively the same.

VI. CONCLUSIONS

Weather forecasting is a difficult task but a crucial area of 

forecast the weather using machine learning and deep 
learning algorithms based on a variety of input features. To
achieve better results, IoT approaches can be effectively 
combined with machine learning and deep learning. The 
location and timing of the weather station have a significant 
impact on prediction accuracy. The outcomes demonstrated 
that deep learning methods and mixed machine learning 
techniques can both improve accuracy. This concept offers a 
practical solution for ongoing environmental monitoring 
through the deployment of weather stations, the
development of a smart environment, and the protection of 
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Abstract: The Indian agricultural industry needs a huge 
amount of water and fertilizers to produce a significant 
harvest. Applying precise farming methods can transform the 
agricultural industry. Utilizing cutting-edge methods like IoT 
(Internet of Things) and data analytics, the paper seeks to 
alleviate the gap between farmer and his crop. The goal of the 
information and technology-based farm management system is 
to recognize, assess, administer the temporal variability and 
abstraction among fields for maximum production and 
profitability, sustainability, and conservation of the land 
resource by reducing the assembly costs.

Index Terms: Conventional Farming, Internet of Things 
(IoT), Data Analytics, LoRaWAN Communication Protocol

I. INTRODUCTION

The proposed LoRaWAN based agricultural solution 
provided improvement in yield of the plant by providing 
required quantity of water and nutrition, thereby reducing 
the expenses in terms of less usage of fertilizers compared to 
conventional agricultural practices. This LoRaWAN based 
solution can be used to monitor the farm from anywhere in 
the world and even to the remote areas where public access 
network is not possible.

A. Conventional Farming
Intensive until age or concentrated monoculture 

production, genetically modified species, targeted animal 
feeding operations, substantial irrigation, the use of artificial 
chemical fertilizers, insecticides, and herbicides are all 
examples of conventional agricultural practices. As a result, 
traditional agriculture is not only very energy and resource 
intensive, but also very productive.

Producers typically use too many inputs in an effort to 
increase crop output over the entire field. Overusing inputs 
results in decreased profitability and negative environmental 
effects on soil, surface water, groundwater, and drainage 
water resources. This is due to an improper number of 
fertilizers being added to the soil. However, alternating 
elements including soil compaction, loss of organic matter, 
water holding capacity, biological activity, and wind and 
water erosion of exposed topsoil are the cause of decreased 
production. It has been discovered that agricultural activities 

contribute to non-point source water contaminants, which 
include salts, fertilizers (particularly nitrate and phosphate), 
pesticides, and herbicides.

Food now is less nutrient-dense than it was in earlier 
generations, while having a lot more calories. In addition to 
polluting food with pesticide residues, conventional 
agricultural methods can harm the synthesis of vitamins, 
minerals, proteins, and phytonutrients in fruits and
vegetables.

B. Impact of Conventional Farming
Because of the widespread use of synthetic fertilizers and 

pesticides, conventional farming has come under fire for
causing biodiversity loss, soil erosion, and extreme 
pollution. The soil is affected by geological processes, 
urbanization, deforestation, erosion, and waterlogging. 
Traditional farming practices can contaminate food with 
pesticide residues while adversely affecting the synthesis of 
important vitamins, minerals, proteins, and phytonutrients in 
fruits and vegetables. Producers often use a lot of inputs to 
increase the overall crop output. Excessive input application 
reduces profitability, degrades soil fertility, and has a 
negative environmental impact on surface water, ground 
water, and drainage water.

C. Crop Nutrient Management
A perfect yield is frequently maintained by increasing 

Nutrient Use Efficiency (NUE). Controlling the usage of 
fertilizers will significantly improve atmospheric health. 
Through several on-farm comparative studies, rice and 
wheat were assessed in both high-input and low-input 
production systems throughout India's rice-wheat belt. The 
findings demonstrate that by lowering the chemical element 
nitrogen input by 15 30%, gains may be scaled up 
correspondingly by 2-4% and global warming can be 
decreased. [1]

The rest of the article is organized as follows:
II. Literature Survey
III. System Model
IV. Results and Discussion
V. Conclusion.
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II. LITERATURE SURVEY

For a plant to develop to its full potential and be in a 
highly healthy state certain conditions must be satisfied i.e.,
these elements must be present in sufficient quantities in the 
soil. Ideally, the characteristics will enable caterpillar 
tracking of the farm's present state. The soil's pH, 
temperature, moisture content, electrical conductivity (EC), 
and nutrient content, namely nitrogen (N), phosphorus (P), 
and potassium, are all critical characteristics (K). [2]

Soil pH: The most significant physical characteristic of 
soil is pH. It has a significant impact on the concentration 
and uptake of solutes in soil. For several reasons, including 
the fact that some plants and soil life prefer either alkaline or 
acidic conditions, soil pH is a crucial factor for farmers and 
gardeners. Acidic soil is defined as having a pH of less than 
6, normal soil is defined as having a pH of 6 to 8.5, and 
alkaline soil is defined as having a pH of higher than 8.5.
The reality remains that soil response (pH) is not a reliable 
predictor of a plant's development characteristics; but it does 
give a decent indication of a number of plant growth 
parameters, primarily the soil's nutritional condition. The pH 
of the soil has a strong correlation with the nutrient 
availability in the soil.
The macronutrients, except for phosphorus, are more readily 
accessible in the pH range of 6.5-8. These include nitrogen, 
calcium, potassium, magnesium, and Sulphur. However, the 
micronutrients are offered in a pH range of 5-7, which is 
somewhat acidic. These are the ranges where nutrient 
availability to plants is ideal and beneficial. [3]

Soil Temperature: The soil's temperature has a 
significant impact on the chemical, physical, and biological 
processes involved in plant development. Season, time of 
day, and regional meteorological factors all affect soil 
temperature variations. The sun and heat produced by the 
soil's chemical and biological activities are the main sources 
of warmth. An increase in soil temperature speeds up 
chemical processes, decreases the solubility of gases, and 
lowers the pH of the soil. It also contributes significantly to 
seed germination. Temperature changes in the soil are a 
result of exchange activities that occurred at the soil surface.
Soil temperatures has a profound effect on plant growth by 
influencing water and nutrient uptake, root and shoot 
growth. Water uptake decreases with low temperature.
Decreased water uptake reduces the rate of photosynthesis.
Increased metabolic activities of micro- organisms as a
result of increase in soil temperature will stimulate the
availability of nutrients for plants. Soil temperature
influences soil moisture, aeration, and availability of plant
nutrients which are necessary for plant growth. [4]

Soil Moisture: The most important physical characteristic 
of soil is moisture. As a nutrient and a solvent for other 
nutrients including salt, potassium, carbon, and nitrogen, 
soil moisture content is crucial to crop productivity. The 
soil's moisture affects how well nutrients are absorbed. 
Furthermore, the texture and structure of soil are related to 
its water content. The quantity of voids, particle size, clay 
minerals, organic content, and the state of the ground water,
these all affect how wet the soil is. Since soil consistency 

mostly determines how wet anything is, clayey soil, which 
has a high porosity, often contains more water in it than do 
sandy soils. Intelligent water retention capacity reveals the 
excellent form of the soil. It is an important parameter for 
many hydrological, horticultural, agricultural, and 
meteorological applications. [5]

Soil Electrical Conductivity (EC): One of the simplest 
and most affordable soil measures now accessible to 
precision farmers is soil EC. It measures the number of ions 
in a solution. A soil solution's electrical physical phenomena 
get stronger as its ion concentration rises. Electrical 
conductivity changes with depth, although its range of 
variation was reduced in upland profiles. This was likely 
caused by the slope of the land's surface, as well as by its 
high permeability and high downfall, which caused alkali 
and alkaline bases to be leached away. Electrical 
conductivity is used to calculate the amount of soluble salt 
present in soil and is often used as a salinity indicator. It can 
serve as a measure of soluble nutrients but has often been 
used to determine soil salinity. One of the soil qualities that
has a good association with the other soil characteristics is 
soil electrical conductivity (EC). It is possible to utilize 
measuring soil electrical conductivity as a suitable method 
for acquiring meaningful information about soil since it is 
simpler, less costly, and faster than other soil property 
tests.[6]

Nitrogen Content: The most vital component of plant 
nourishment is nitrogen. When salts of chemical elements 
are applied to plants, they react swiftly. This component 
promotes the development of above-ground plants and gives 
the leaves a rich shade of indigo, green. Biological processes 
have an impact on the organic cycle, which is crucial to the 
soil system. It is essential for plant growth and may be a 
component of nucleic acid, chlorophyll, and plant proteins. 
In addition, the relationship between soil organic carbon and 
nitrogen is direct. Nitrogen affects the quality of plants and 
fruit and raises the protein level of the latter.

Phosphorus Content: Every live cell in a plant, even the 
most advanced ones, may contain phosphorus. It is one of 
the most important micronutrients required for plant 
development. Most typically, phosphorus acts as an energy 
storage substance and restricts the amount of nutrients that 
may be found in plant nuclei. It facilitates the movement of 
energy. Since phosphorus is necessary in significant 
quantities for plant development, it is a crucial element. It 
also plays a vital role in the process of photosynthesis and is 
involved in the production of all fats, sugars, and
carbohydrates. The amount of phosphorus in the soil in 
which a plant is growing is a major factor in determining 
how active the plant is, including its ability to grow, breathe, 
and reproduce.

Potassium Content: Although metallic content is not a 
fundamental element of any significant plant component, it 
is crucial to a wide range of physiological activities 
necessary for plant growth, from protein synthesis to 
maintaining the water balance in the plant. It is engaged in 
number of plant metabolism events, from the generation of 
cellulose and lignin for cellular structural components to the 
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control of photosynthesis and the production of plant sugars 
for diverse metabolic requirements. In its mineral form, 
potassium is present and has an impact on plant growth, the 
production of carbohydrates, the movement of sugar, the 
activity of different enzymes, and disease resistance. [7]

III. SYSTEM MODEL

A. IoT Based Plant Growth System
The Internet of Things (IoT) is one of the most obvious 

essential technology advancements in modern farming. IoT 
refers to networks of digitalized physical objects, each of 
which has a special identification number. A network of 
seamlessly linked sensors is utilized to supply data targeted 
at delivering healthier plant development and a much better 
environment, making the usage of Internet of Things (IoT) 
for plant growth and environmental management a potential 
strategy. Modern farming requires high levels of output 
without requiring more land. One way to increase 
productivity is to repurpose existing land, however owing to 
a variety of environmental factors, this approach may not 
always succeed. Contemplating the current international
scenario of farmlands, an IoT based smart farming device 
will impact the eco-friendly country. So as to monitor 
several factors differently related to the conditions of crops,
soil, and environment. Potency in terms of plant growth and 
agriculture could also be achieved in various ways, one 
among those is healthier management of the basic farming 
environment. Through IoT it is attainable for farmers to 
study their land far better and observe changes in it. IoT will
give humans free aid to the agriculture sector. The field can 
be machine-controlled exploitation technology and therefore 
the method of watering the field can be done without delay 
and only at required intervals. [8]

B. Data Analytics in Agriculture.
We may get information about which crop can be 

cultivated for specific pH and other parameter levels by 
analyzing the data. By estimating the quantity of drainage 
capacity in the particular soil, it also aids in our 
investigation into whether agriculture is practical or not. The 
act of acquiring, organizing, and analyzing huge collections 
of data in order to identify patterns and other important 
information is known as big data analytics. Organizations 
may benefit from using big data analytics to better 
comprehend the data that is present in their information. 
These analytics will also help them discover the data that is 
more important to their operations and upcoming business 
choices. Fundamentally, analysts working with vast amounts 
of data need the information gleaned through the analysis of 
the data. Big data analytics often makes use of sophisticated 
computer-coded software tools and applications for text 
mining, forecasting, and data optimization as well as 
predictive analytics and data mining to evaluate such a 
massive amount of data. These procedures work together as 
distinct but highly interconnected components of 
outstanding performance analytics. The ability to process 
enormous amounts of data that a company has gathered and 
identify the data that is useful and can be studied to inform 

future business choices is made possible by using big data 
tools and technologies. [9]

C. Smart Precision Interface
The current standard technique for practical farming is 

based mostly on GSM. It frequently requires a monthly 
expenditure, requires electricity to operate, and, in many 
cases, is located in a remote place where it is difficult to 
encourage sufficient network coverage for using GSM. As a 
result, it is nearly impossible to implement automation in 
such situations. In contrast to the current strategy, including 
IoT and Data Analytics can have a significant influence on 
agriculture production, improving accuracy and moving the 
industry toward more logical and improved farming 
practices. The farm may be linked with the IoT nodes to 
monitor the field's trend and make the required adjustments 
regarding the resources. Resources might be made available 
in sufficient quantities, and investments for buying different 
fertilizers could be managed. The LoRaWAN (Long Range 
Wide Area Network) communication protocol may be 
utilized successfully to improve the farm's technical 
capabilities. The full prototype is made up of LoRaWAN
based sensors that measure the parameters in part II, 
evaluate the gleaned information, and alert the farmer to 
supply the field with enough resources.

D. LoRaWAN Communication Protocol
To establish communication between the farm and the end 

user, the Long Range Wide Area Network (LoRaWAN)
communication protocol is used. LoRaWAN offers 
unlicensed spectrum with low latency of 1 10ms and 
coverage of roughly 10 km, which is our desired Indian 
frequency of 865-867 MHz It has an SX1301 LoRaWAN 
concentrator, which offers 10 demodulation methods that 
may be processed concurrently. The frequency bands can be 
changed by end users for usage in their specific LoRaWAN 
networks. Along with the Dragino Outdoor gateway, soil 
moisture, EC, NPK, pH, and temperature sensors are utilized
to create a link between the farm and the farmer. Sensors are 
used to measure the parameters, and the data is analyzed by 
comparing it to the optimal values needed for the crop in 
question. This is accomplished by using data analytics to 
transform the measured raw data into information that 
farmers can easily understand and by prompting the farmer 
with the current status of his field.

NPK Sensor: A LoRaWAN Soil NPK Sensor for IoT in 
Agriculture is the Dragino LSNPK01. It is intended to 
measure the Soil Fertility Nutrient, Nitrogen (N), Potassium 
(K), and Phosphorus (P) in the soil and serve as a reference 
for plant growth. The probe may be submerged into soil for 
long-term use and is waterproof to IP68 standards.

Outdoor Gateway: An open source outdoor LoRaWAN 
gateway is DLOS8. It enables you to connect a LoRa 
wireless network to an IP network using Wi-Fi, Ethernet, 
3G, or 4G cellular (optional module supports 3G/4G). Users 
can send data and cover incredibly vast distances at little 
cost with LoRa wireless data-rates. Figure 1 represents the 
complete architecture of the prototype beginning from the 
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sensors on the field followed by the gateway, server, cloud 
storage and lastly the end user.  

Figure 1. Block Diagram of the Proposed Work 

The LoRaWAN gateway, which serves as a 
communication route between the users, has embedded 
sensors. Utilizing the TTN, the obtained data is kept on the 
cloud server (The Things Mate Network). Data is retrieved 
from the gateway via the Things Mate network server so that 
it may be saved, examined, and seen by the end user. Both 
the network server and the application are present in the 
TTN server. While the network server is utilized by the 
service provider and keeps measured data in hexadecimal 
form, the application server stores values that may be 
comprehended by the end user. The Outdoor Gateway must 
always have a reliable internet connection and a DC power 
source. Both wireless and cellular networks can be used to 
deliver internet service. The sensors and gateway are first set 
up using the TTN network server's Application EUI and 
Device EUI (Extended Unique Identifiers) and OTAA (Over 
the Air Activation) keys. For the needed period of data 
retrieval, a payload must be provided. Direct access to the 
findings is available via the TTN network dashboard. The 
end user may see both tabular data and graphical depiction 
on the application server. However, the information can be 
shown to the public or depicted on any digital device, such 
as a smartphone or television. "The Things Mate" has a 
versatile usage since it may be used from any location and 
with any device. Figure 2 illustrates the three sensors 
deployed in the field.
      
                                

Figure 2. Sensors deployed on field 

Figure 3. Outdoor Gateway 

 Figure 3 depicts the installation of the LoRaWAN outdoor 
gateway. Smart precision farming, by facilitating remote 
crop monitoring, reduces hazards for farmers. To avoid poor 
output, crop delays, and crop current conditions that would 
make more accurate maintenance possible. One advantage 
of linking agricultural solutions to crop yields is that 
information can be shared more easily between farmworkers 
and external stakeholders. Additionally, by examining and 
comparing the present crop values to the assessed ideal 
values, data analytics enables the farmer to determine how 
best to use his resources to save time, effort, and energy. 
Farmers may check on their fields at any time because the 
data is accessible from anywhere in the globe and can be 
seen using an application. Additionally, the water motor 
may be remotely operated to water the field automatically 
based on the moisture level. Additionally, the application 
that is offered for the smart farming visualization may be 
used to run the motor.  
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IV. RESULT AND DISCUSSION

Sensor specifications:

1. LoRaWAN soil NPK sensor:

                  
Figure 4. LSNPK01 sensor

LoRaWAN 1.0.3 class A
Ultra low power consumption
Default band: IN865
IP66 & IP68 water proof enclosure

Figure 4 shows the soil NPK sensor with probe 
along with transmitter and antenna.

2. Outdoor Gateway:
Outdoor gateway is displayed in figure 3.

1xSx1301 + 2X1257 LoRa Transceiver
1x2.4G Wi-Fi
Default band: IN865
802.3 of PoE
IP65

3. LT3322RL I/O Controller:

Figure 5. LT3322RL I/O Controller

STM32L072CZT6 MCU
SX1276/78 LoRa Wireless Chip
LoRaWAN Class A & Class C protocol
Power input (0-24V)

Figure 5 shows the I/O controller that connects input and 
output devices.

The nitrogen, phosphorus, and potassium of a paddy field 
are periodically monitored using the NPK Sensor, and the 
acquired data is displayed using the TTN application server, 
as fertilizers play a significant role in the growth of a crop. 
The clay, slit clay, and slit clay loamy soils are the most 
optimal for an optimum paddy crop. For a higher yield with 
less resources, the optimal NPK ratio for paddy crop is 
55:80:160.

TABLE I.
NPK TREND IN PADDY FARM

The paddy field was monitored for the nutrient contents at 
particular interval of time. Figure 6 illustrates the variation 
in the soil NPK content in the paddy field, phosphorus 
content was the maximum compared to the other nutrients.

Figure 6. NPK values versus time.

TABLE II.
NPK CONTENT MEASURED ON PADDY FIELD

TIME NITROGEN PHOSPHORUS POTASSIUM
12:25 7168 10240 20736
13:10 7158 10256 20738
13:45 7169 10240 20480
14:15 7166 10235 20690
14:45 7168 10245 20736

The paddy field is monitored for NPK content on a
different day with respect to time. Figure 7 depicts the trend 
of the NPK content of the paddy field, when compared to 
the previous tendency, the nutrient contents raised.

Figure 7. NPK content in the paddy field on another day at time intervals.

p y

TIME NITROGEN PHOSPHORUS POTASSIUM
12:00 5632 8192 16384
12:10 5888 8182 16389
12:30 5888 8192 16384
1:00 5878 8194 16640
1:10 5888 8196 16648
1:30 5845 8456 16658
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TABLE III.
NPK TREND IN BOTTLE GUARD FARM

TIME NITROGEN PHOSPHORUS POTASSIUM
12:06  9472 13312 26880
13:06  9728 13824 27648
13:26 9726 13824 27649
14:06  9725 13725 27705

14:26 9735 13728 27650

The nutrient content in the bottle guard field was 
measured for particular time interval.

Figure 8. NPK trend on the bottle guard field versus time.

The bar chart in   Figure 8 illustrates the nutrient contents 
in the bottle guard field, nitrogen content is the least when 
compared to other nutrients. Overall, the fore mentioned
result shows that, during a period of half an hour, the paddy 
field is rich in potassium relative to nitrogen and 
phosphorus. As a result, the farmer is advised to provide the 
crop with only the nutrients needed based on the analysis by 
contrasting with the predetermined results. For instance, if 
the soil's nitrogen concentration is significantly higher than 
the desired level, the farmer will be advised to lower the 
nitrogen content and only add phosphorus and potassium as 
needed after the study. After comparing the present 
parameter values in the soil at that moment to the real values 
that are required by the crop, the conclusion on the 
composition of the soil is given. If certain values deviate 
from the ideal value, the inputs are changed. Investment 
may be regulated and managed in this way.

V. CONCLUSIONS

Smart precision farming is a promising technology that has 
the potential to replace outdated and erroneous farming 
practices with one that is reliable and accurate. From 
anywhere around the world, one may keep an eye on their 

field's condition. The necessary adjustments may be made 
with ease. It is affordable because the farmers in each
hamlet may band together to buy one gateway. The farmer 
has the option to buy the sensors for their land. The sensors 
are dependable and require little upkeep. The gateway, on 
the other hand, is water-resistant and can be positioned at a 
reasonable level to cover as many nodes as possible within a
10-kilometer radius. Additionally, data analytics may be 
quite helpful in comparing and delivering precise findings.
When put at close ranges, the different soil properties cannot
exhibit significant variations. As a result, the sensors may be 
strategically arranged to cover the largest possible area with 
the fewest number of nodes.
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Abstract: MANETs are dynamic in nature. So, they are 
subject to several attacks. It is always essential to ensure 
confidentiality, availability, authenticity and reliability of the 
network. Conserving energy in MANETs is an uphill task. 
Hence, it is mandatory to design an energy-aware inter-
clustering scheme that involves Residual Energy (RE) and 
resources. Confirming security in MANET is another challenge. 
In this Paper, selfish nodes are determined based on a Trust 
Value (TV) that involves packet forwarding behavior, resource 
utilization, reliability and RE. In this paper, Reliable History 
dependent Resource Conscious Clustered-OLSR (RHRCC-
OLSR) protocol is proposed to overcome degradation of 
network performance owing to selfish node attacks. It is evident 
that the propounded protocol offers improved PDR and 
throughput with reduced delay, PLR, energy and routing 
overhead.

Index Terms: Selfish node attack, MANET, Trust, 
Reputation, History, OLSR

I. INTRODUCTION 

As MANETS are self-organizing wireless networks and do 
not demand any static infrastructure for configuration, it is 
more appropriate to be applied in surroundings that need 
immediate setup. Security in MANETs is an issue which has 
to be addressed. The presence of selfish nodes greatly 
worsens the performance of the network [1, 2]. 

A. Ensuring Trust in the Network
A trust factor is defined to depict the security level. 

Researchers have focused only on subjective trust. Trust is 
categorized into direct as well as indirect trusts [3, 4]. 

Direct Trust: Each node retains direct relationship 
with neighboring nodes. The behaviors of neighbors 
are observed during routing. The experience with 
neighboring nodes is also taken into consideration.
Indirect Trust: It is determined based on nodes 
located outside the range of communication. 
Requests as well as responses may flood the 
network.

Trust computation consumes more time, bandwidth as well 
as energy. This leads to delay in discovering routes with an 
increase in computational overhead [5, 6].

The dynamic nature of network topology makes trust 
management difficult. Hence, to deal with this issue, a trust 
factor is added to the proposed scheme for mitigating routing 
attacks. TVs are computed for every node making it suitable 
for sending data to destination [7]. 

B. Selfish Node Attack
Selfish nodes focus on getting services from the network 

while preserving resources like battery or bandwidth. These 
nodes attempt to preserve communication amid nodes. But

they do not collaborate to transmit packets. These nodes are
involved in any one of the ensuing actions.

present
Do not forward Route REQuests (RREQs) on 
receiving one
Forward RREQ on the inverse path but not Route 
REPly (RREP). The source is not capable of 
identifying a path to destination and hence RREQ is 
sent again
Do not unicast or broadcast Route ERRor (RERR) 
packets in case paths are not available. 
Selectively drop packets

The delivery rate is lessened by dropping packets.

C. Dynamic Reputation Management 
The reputation of a node is determined based on type of 

packets namely, data and control packets [8]. As nodes join a 
network, they are ignorant of reputations of adjoining nodes. 
This demands assigning a default reputation to every node in 
the network [9]. The node reputation takes values in the range 
[0-2]. The corrective module includes a punishment scheme 
and a path administrator [10].

A node table is maintained to store the reputation of nodes. 
As packets are transmitted, there should be an increase in the 
total reputation of nodes. The status of nodes is found based 
on total reputation associated with a grading criterion. The 
path administrator takes the responsibility of removing nodes 
with reduced reputation from the route cache based on 
information obtained from the punishment mechanism [11, 
12]. It ensures that packets are not forwarded through a path 
involving black-listed nodes.

on Residual Energy (RE), resource utilization and packet 
forwarding behavior along with reliability rate. The 
propounded Reliable History dependent Resource Conscious 
Clustered-OLSR (RHRCC-OLSR) protocol includes 
modules for detecting RE and computing trust. 

In case of RE detection module, along with RE and 
reliability, rates of drain, packet drop and failure are 
determined. The rate of drain of a node is determined using 
an exponential weighted mechanism. The rate of packet drop 
is the difference amid the number of packets received as well 
as relayed to next hop nodes. Likewise, the failure rate is 
given by the sum of product of packet drop rate as well as 
weighted average of every session. Node reliability is 
determined from the failure rate of a node. TV is defined in 
terms of quantity of forwarded packets, RE, used bandwidth 
and node reliability.
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II. RELATED WORK

Arboit et al (2008) [13] have propounded localized 
certificate revocation for MANETs. The main issue related to 
certificate revocation is that there is no on-line acquisition to 
trustworthy authorities. In case of wired networks, if 
certificates are to be withdrawn, Certificate Authorities (CAs) 
add information associated with certificates to Certificate 
Revocation Lists (CRLs) and submit them to repositories or 
dispense them to suitable entities. In case of simple networks, 
there is no acquisition of centralized repositories or trusted 
authorities. Hence, the traditional method of certificate 
revocation is not applicable. The proposed decentralized 
scheme for certificate revocation allows nodes to handle 
challenging entities. The method is not based on input from 
central or external entities.

Li et al (2012) [14] have offered a framework for offering 
context-based security as well as trust based on some policies. 
The proposed scheme incorporates contextual information in 
terms of status of battery and communication channel 
including weather conditions. It is used in determining 
whether misbehavior is the result of malevolent action or not. 
It identifies malicious and malfunctioning nodes. 

Eissa et al (2013) [15] have designed a trust-dependent 
routing scheme. The challenging problems related to routing 
and security are discussed. Friend Ad hoc On-Demand 
Distance Vector (FrAODV), a trust-based scheme, is 
proposed for securing AODV protocol. The routing paths are 
identified depending on node reputation and identity before 
routing data. This scheme offers a robust environment where 
nodes rely on one another in a secure community.

Wei et al (2013) [16] have offered cluster-based certificate 
revocation along with a vindication feature. Though networks 
offer mobility with effective positioning, they are susceptible 
to numerous classes of security attacks in contrast to wired 
networks. Secured services are to be assured. To handle this 
confrontation, revocation of certificates is taken as an 
essential integral element for securing communication. It 
focuses on segregating attackers from added participation in 
network functions. Cluster-based Certificate Revocation with 
Vindication Capability (CCRVC) scheme offers quick as well 
as precise revocation. The mechanism improves reliability 
and accuracy. The threshold-based scheme helps in deciding 
whether vindictive alerted nodes are candid nodes or not 
before convalescing them.

Adnane et al (2013) [17] have proposed a trust dependent 
security for OLSR routing protocol. Trust is implicitly 
included in the protocols based on co-operation, particularly, 
amid the entities included in routing. Certainly, as the range 
of nodes is restricted, they jointly collaborate with their 
neighbors so that they extend to distant nodes and then the 
whole network. Moreover, trust administration allows objects 
to deal with trust and get decisions concerning other entities. 
Trust-based OLSR protocol is designed to permit every node 
to evaluate behavior of nodes. Once malevolent nodes are 
determined, preventive measures along with countermeasures 
to deal with irregularity are also presented.

Shurman et al (2014) [18] have proposed a co-operative 
reputation scheme to circumvent malevolent nodes. Routing 
as well as forwarding takes place through existing nodes. The 
BSs are concerned with route detection and maintenance, 

stimulating traffic along with network management. More 
amount of energy is spent for forwarding packets without any 
direct gain. A misbehaving as well as greedy node has short-
term efficacy and may not contribute to routing. The proposed 
Reputation Approach (RAP) involves a reputation model that 
identifies and segregates misbehaving nodes which are not 
involved in collaboration for sending packets of added nodes. 

Chatterjee et al (2014) [19] have designed a trust-based 
secure clustering framework. Secure clustering is highly 
essential. Conventional cryptographic solutions cannot be 
applied to thre
computed using self as well as recommendation support of 1-
hop neighbors. Based on communication as well as 
computational demands, the scheme is lightweight but 
dominant depending on flexibility in dealing with trust.
Furthermore, this clustering protocol splits the network into 
1-hop separate clusters and chooses nodes that are highly fit 
and reliable as CHs. An authentic voting scheme using 
parallel signatures is used for selection.

Abdel-Halim et al (2015) [20] have propounded a trusted 
on-demand routing protocol based on an agent. The overall 
routing ability is dependent on support of nodes which form 
the network. This behavior is handled by considering node 
reliability for choosing routes in addition to hop count.
Trustworthiness is obtained by finding the TV of every node. 
This agent-based protocol is based on Dynamic Source 
Routing (DSR). This handles trust-dependent information 
with insignificant load depending on added messages as well 
as delay. Multi-Agent System (MAS) is used in every node. 
It includes monitoring as well as routing agents. A 
mathematical model is used for finding the TV. This method 
is based on the amount and size of packets which reveal 
selective forwarding features of a node.

Ullah et al (2016) [21] have proposed a fuzzy-based trusted 
model for finding selfish nodes involved in routing data. A 
node may not be ready to offer resources for helping others in 
case there is no profit for its service. Such nodes are said to 
be non-cooperative or selfish. This may cause partitioning of 
the network. Fuzzy-based analyzer is used for splitting nodes 
into non-cooperative and trustworthy ones. TVs are 
forwarded to fuzzy functions mapped to varied classes. The 
resulting class shows trust levels of observed nodes. 
Depending on computed TV, the malevolent nodes are 
determined and removed from active routes.

Sengathir&Manoharan (2017) [22] have focused on 
identifying and highlighting diverse reputation-dependent 
mitigation schemes for selfish node attacks along with their 
merits and demerits. They have presented a context-and 
reputation-dependent mitigation scheme categorized based 
on history, condition probability and futuristic probability. 
They have presented a review on several selfish node 
mitigation architectures and also aim to highlight statistical 
trustworthiness co-efficient which aids in efficient alleviation 
of selfish nodes.

Kumar & Dutta (2018) [23] have proposed an intrusion 
identification scheme based on dynamic trust to find and 
segregate selfish nodes from the network. The direct trust 
depending on direct communications and indirect trust 
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consideration to precisely find selfishness of nodes. The 
proposed scheme offers better results.

Nodes that are idle are considered to be selfish and are 
circumvented from routing. To deal with this issue, Rama 
Abirami&Sumithra (2019) [24] have proposed neighbor and 
improved neighbor credit values-based AODV routing 
schemes. These protocols are assessed against AODV for 
identification of selfish nodes. Neighbor Credit Value based 
AODV (NCV-AODV) protocol avoids false detection. 
Improved Neighbor credit value based AODV (iNCV-
AODV) protocol is also proposed. In both the protocols, it is 
assumed that only some nodes exhibit malicious behavior.

Abdelhaq et al (2020) [25] have studied the influence of 
selfish node attack on AODV and DSDV to determine 
resilient protocol. Selfishness Attack Model (SAM) is 
proposed to deal with selfish node attack on routing protocols.
AODV offers better performance in contrast to DSDV.

Deva Priya et al (2021) [26] have proposed Skellam 
Distribution Inspired Trust Factor-based Selfish Node 
Detection Technique (SDITF-SNDT) for ensuring efficient 
detection and segregation of selfish nodes from the network. 
The proposed scheme induces selfish node detection by 
finding the average packet deviance using which Standard 
Deviation (SD) and Variance are determined for 
finding Skellam Distribution Inspired Trust Factor (SDITF). 
This computation helps in estimating the reliability to classify 
them into selfish as well as co-operative nodes. From the 
examinations performed for the proposed scheme, an 
outstanding enhancement in Packet Delivery Ratio (PDR) 
and remarkable reduction in the amount of energy consumed 
are confirmed for varying amounts of nodes.

Jim et al (2022) [27] have presented a bio-inspired 
algorithm called Artificial Immune System Based Algorithm 
(AISBA) to identify selfish nodes. It is based on the principle 
of Artificial Immune Systems (AIS). Unlike Combined 
Immune Theories Algorithm (CITA), AISBA does not 
involve a learning stage. Two dissimilar trust models are 
designed to distinguish genuine and selfish nodes. The 
proposed scheme offers better results in terms of mean 
detection rate, PDR and False Positive Probability (FPP) 
based on weight as well as trust on threshold.

III. PROPOSED RELIABLE HRCC-OLSR (RHRCC-
OLSR) PROTOCOL

Selfish nodes are involved in discovering routes and 
maintaining functionalities of routing protocol. They remain 
idle by not forwarding packets but get benefited from other 
nodes. The proposed Reliable HRCC-OLSR (RHRCC-
OLSR) protocol assesses the reliability of node based on RE, 
bandwidth utilized, quantity of sent and received packets 
along with reliability rate.

The proposed mechanism includes modules for RE based 
detection as well as computation of trust.

A node that seems to be selfish drops packets owing to 
limited energy and data rate, along with poor channel 
conditions. They can be identified by analyzing the routing 
table of adjacent nodes of a malevolent one. In case 
information related to neighbors does not get modified, the 
node is considered as a selfish node.

The presence of these nodes degrades network 
performance. These nodes do not forward packets even when 
they are active. Routing tables of adjoining nodes of 
malevolent node are not updated. Acknowledgements are not 
received in specified time. They drop packets which affect the 
dropping rate of packets. These nodes may be isolated in 3 
varying ways. Firstly, TV is computed based on behavior of 
adjacent nodes in addition to RE. The RE of nodes is 
analyzed. There are chances for a co-operative node to 
become a selfish node. A nodes' selfish behavior is dependent 
on the exponential reliability factor. These nodes should be 
removed from the routing path.

A. Residual Energy (RE) based Detection
RE-based model for isolating selfish nodes is proposed to 

determine the available energy ( ) of nodes along the path 
from source to destination by taking into consideration the 
node energy after data transmission. Energy Drain Rate 
( )shows the amount of energy drained in a participating 
node.

by,
                                               (1)

The drain rate of a node is computed using an exponential 
weight-based scheme.

               (2)
(3)

Where
- Weighted average

-
- Rate of drai -

- Energy required for transmission

( ). 
- Energy level essential for a participating node (50 

Joules)

Packet Drop ( ) is the variance quantity of packets 
received ( ) and relayed ( ) by a node (i) as shown in 
Equation (4).

                    (4)

                    (5)

Rate of Failure (
each session. 

                    (6)

node is manipulated depending on the Predicted Reliability 
Factor .

                    (7)
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be selfish and is removed from the routing path. Once they 
are identified, the network should be restored to increase 
performance.

B. Trust Computation
TV (Abdel-

status. In the proposed work, reliability is measured by 
considering the RE, bandwidth utilized and PRF. At very 

presently available and expended energy at a node.
(8)

Where,
- Energy currently available
- Energy that is consumed

TV is given by the following formula.

               (9)

Where,
- Bandwidth utilized

-

-

-determined 

In case the RE of nodes go below 50%, then those nodes 
will not be involved in routing. Increased energy reserve (RE) 
with better TV confirms trustworthiness of a route.

Nodes with TV<TH are identified as malicious. TH is set 
as 0.3 and those nodes with TV< 0.3 will not be involved in 
the process of routing. This overcomes packet losses as well 
as delays involved in data transmission.

IV. RESULTS AND DISCUSSION

The system is implemented using ns2. It is seen that the 
proposed RHRCC-OLSR protocol outdoes OLSR, E-OLSR 
and HRAC-OLSR protocols based on diverse parameters 
including PDR, total energy consumption, average delay, 
PLR, throughput, RE and routing overhead.

The performance of the proposed scheme is compared with 
the above-mentioned standard protocols for varying number 
of nodes.

Performance depending on Varying Number of Nodes
The performance of the proposed RHRCC-OLSR is 

investigated by varying the quantity of nodes. It is evident 
from the results that the proposed scheme offers improved 
results in contrast to existing OLSR, E-OLSR and HRAC-
OLSR protocols. The number of nodes is varied from 100 to 
1000.

From Figure 1, it is evident that the proposed protocol 
offers better PDR for varying number of nodes in contrast to 
the standard protocols taken for study. With increase in the 
number of nodes, the schemes show a decrease in PDR. The 
proposed scheme is efficient in predicting the malevolent 
activity of nodes by considering RE and TV, thus making the 
system less susceptible to attacks. This facilitates the 
proposed system to offer greater enhancement in delivering 
packets when compared to benchmarked protocols. RHRCC-
OLSR offers 31%, 21% and 6% better PDR when compared 
to OLSR, E-OLSR and HRAC-OLSR schemes respectively. 

Figure 1. Packet Delivery Ratio of RHRCC-OLSR based on Number of Nodes

On the other hand, the existing OLSR, E-OLSR and 
HRAC-OLSR protocols offer 66%, 52% and 16% reduced 

throughput when compared to the proposed protocol (Figure 
2). As selfish nodes are isolated from the network, they do not 
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participate in the routing process. The reliable nodes along 
the path guarantees well-timed delivery of packets, thus 
offering increased throughput.

Figure 2. Throughput of RHRCC-OLSR based on Number of Nodes

From Figure 3, it is evident that performance of the 
proposed protocol is examined depending on RE and 
performance is compared with standard protocols for varying 
quantities of nodes. Energy consumption of existing 
protocols is more when compared to the proposed protocol. 

The RE decreases with increase in the quantity of nodes. 
Proposed protocol conserves energy to a greater extent and 
hence has increased RE in contrast to standard protocols. It 
has42%, 23% and 6% more RE when compared to OLSR, E-
OLSR and HRAC-OLSR protocols correspondingly.

Figure 3. Residual Energy of RHRCC-OLSR based on Number of Nodes

From Figure 4, it is obvious that the proposed protocol 
involves lesser average delay. The existing protocols show an 
increase in delay in contrast to proposed RHRCC-OLSR. The 
malevolent nodes are isolated by determining the TV of 

participating nodes, which ensures route reliability. The 
average delays of existing OLSR, E-OLSR and HRAC-
OLSR protocols are 32%, 20% and 11% more when 
compared to the proposed protocol.
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Figure 4. Average Delay of RHRCC-OLSR based on Number of Nodes

Figure 5. Packet Loss Ratio of RHRCC-OLSR based on Number of Nodes

Similarly, the proposed protocol involves reduced PLR 
when compared to the standard protocols. It involves 45%, 
30% and 10% less PLR when compared to OLSR, E-OLSR 
and HRAC-OLSR protocols respectively (Figure 5).

The performance of the proposed protocol is also analyzed 
in terms of routing overhead and compared with standard 

protocols. RHRCC-OLSR involves reduced routing overhead 
as it permits only trusted nodes to be involved in routing, thus 
dropping the likelihood of performing malevolent activity.  
OLSR, E-OLSR and HRAC-OLSR protocols involve 32%, 
23% and 7% more routing overhead when compared to the 
proposed protocol (Figure 6).
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Figure 6. Routing Overhead of RHRCC-OLSR based on Number of Nodes

V. CONCLUSIONS

The Reliable HRCC-OLSR (RHRCC-OLSR) protocol 
propounded in this paper aids in determining the 
trustworthiness of mobile nodes in MANET depending on 
RE, bandwidth and reliability along with the quantity of 
packets received as well as forwarded. The selfish behavior 
of nodes is analyzed and TV is computed based on which 
nodes exhibiting such behavior are removed from the 
network. Residual Energy (RE)-based detection aids in 
determining the available energy of nodes.  RHRCC-OLSR 
determines TV based on RE. The nodes with RE and TV 
below threshold limit are marked as malevolent and are not 
allowed to take part in routing. Computations based on energy 
and trust makes the system less susceptible to security attacks. 
The proposed scheme offers improved PDR and throughput 
involving reduced average delay, PLR, energy and routing 
overhead.
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Abstract: One of the most distinctive study areas in the field 
of Computer applications has been Content-Based Image 
Retrieval (CBIR). The goal of this research is to increase the 
recovery presentation of the CBIR framework by combining 
advanced approaches to predict appropriate centroid in Fuzzy 
C-Means (FCM). The use of a consolidated approach to predict 
FCM centroid should reduce complexity and computing time.
When compared to existing procedures such as PWO, SSO, 
and CSO, the results show that combining ACSO with FCM 
yields better results when compared to challenge procedures.

Index Terms: Corvus Search Optimization, FCM, CSO, 
SSO, Augmentation.

I. INTRODUCTION

Content-Based Image Retrieval (CBIR) frameworks focus
on features from raw images and calculate a secondary 
measure (comparability or disparity) between an inquiry 
image and database images using these features [1]. CBIR is 
a system in which a structure organizes a customer's desire 
by selecting several images from a potentially huge 
collection and communicating it either verbally or 
graphically [2]. There are two types of image recovery 
processes: those that rely on global highlights (global 
features) and those that rely on nearby highlights (nearby 
highlights) (local features). One of the most difficult aspects 
of picture recovery, regardless of whether global or local 
highlights are recovered, is the extraction of the fundamental 
visual highlights [3]. Component extraction is a crucial 
operation in CBIR, and the method for isolating highlights 
from given images determines its effectiveness [4]. Picture 
properties like as coloring, surface, and shape are 
represented by element vectors. The similarity of two 
photographs is determined as a percentage of their element 
vector differences [5]. CBIR [6] was designed to recover 
photographs with similar visual components from a query 
image, which has proven to be a difficult challenge in the 
field of computer vision and artificial intelligence. In a 
similar way that the content-based recovery is enlarged, the 
standard CBIR can be extended by the inventive method. 
There is no access to content information here, and just 
visual highlights are used. As content-based recovery 
performs in multimodal ways, the CBIR finds the important 
articles. The comment recognizer may arrange explanations 
and ROIs in the recovered images and using them re-audits 
the results [1,3]. The recovery of annotated images is 
dependent on the image metadata or watchwords that link to 
the visual content or attributes of the image document. 
Fuzzy C-Means (FCM) is a well-known clustering algorithm 
that is a standalone learning system that is simple to use and 

may retain more data from a dataset than other techniques 
[4,6]. The enhancement of the centroid in FCM is performed 
utilizing specific improvement computations and centroid 
esteems. To overcome the problems caused by employing a 
single element and improve recovery precision, an image 
recovery technique is proposed that connects shading, 
surface, and shape, these three key features. 

Figure 1. Model of CBIR

II. CONTENT BASED IMAGE RETRIEVAL

The use of computer vision algorithms to the picture 
recovery problem, i.e., the difficulty of searching enormous 
databases for digital photographs is known as content-based 
image recovery (CBIR) [2,3] or query by image content 
(QBIC). Traditional idea-based methodologies are 
incompatible with content-based image recovery. The term 
"content-based" denotes that the investigation focuses on the 
picture's content rather than its metadata, such as 
watchwords, labels, or portrayals. Traditional concept-based 
approaches are in opposition to content-based image 
retrieval. The problem of searching for digital photographs 
in huge databases is known as CBIR. Colors, forms, 
surfaces, and any other information that may be derived 
from the image are all examples of "content" in this context. 
Because searches based only on metadata are reliant on the 
quality and completeness of the explanation, CBIR is 
intriguing. The term "content-based" refers to a search that 
looks at a picture's content rather than metadata like 
keywords, tags, or descriptions. Because searches based 
entirely on metadata rely on the quality and completeness of 
annotations, CBIR is excellent.

T. Kato used the term "content-based picture recovery" in 
1992 to characterize his experiments with automatic image 
retrieval from a database. Images are retrieved based on 
color and shape in the CBIR [2]. Since then, the term CBIR 
has been used to characterize the technique of leveraging 
linguistic image attributes to retrieve desired photos from a 
vast collection. Insights, design recognition, signal 
preparation, and computer vision are some of the disciplines 
where techniques, gadgets, and calculations are used. 
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Because of the limitations of metadata-based systems and 
the large range of potential applications for effective picture 
retrieval, interest in CBIR has developed. Existing 
technology can quickly search textual information about 
photos; however, this necessitates people manually 
describing each image in the database. For exceptionally 
large databases or automatically generated photos, such as 
those from surveillance cameras, this may be impracticable. 
It's also possible that photographs with various synonyms in 
their descriptions will go unnoticed.

Particle swarm optimization (PSO) is one of the bio-
inspired algorithms and it is a simple one to search for an 
optimal solution in the solution space. It is different from 
other optimization algorithms in such a way that only the 
objective function is needed and it is not dependent on the 
gradient or any differential form of the objective. It also has 
very few hyperparameters.

The Social Spider Optimization (SSO) is a novel swarm 
algorithm that is based on the cooperative characteristics of 
the social spider. In SSO, search agents represent a set of 
spiders which collectively move according to the biological 
behavior of the colony. In most of SI algorithms, all 
individuals are modeled considering the same properties and 
behavior. In contrast, SSO defines two different search 
agents: male and female. Therefore, according to the gender, 
everyone is conducted by using a different evolutionary 
operation which emulates its biological role in the colony. 
This individual categorization allows reducing critical flaws 
present in several SI approaches such as incorrect 
exploration-exploitation balance and premature 
convergence.

Figure 2. CBIR architecture

A. Texture
Surface estimations look for visual examples in photos 

and how they are classified geographically. Texel's speak to 
surfaces, based on how many surfaces are visible in the 

image, which are then separated into different sets. These 
are the sets describe the surface as well as the location of the 
surface in the image.

B. Color
Creating a shading histogram for each image that 

recognizes the number of pixels within the image containing 
specific values is the first step in registering separation 
estimates based on shading similitude. One of the most 
common approaches is to examine images based on the 
colours they contain, as this can be done independent of the 
size or orientation of the image. In contrast, Search has 
sought to split shading extent by area and by the spatial link 
between a few shade zones.

C. Shape
The term "shape" does not refer to the state of a painting, 

but rather to the state of a sought-after location. Shapes are 
usually resolved by first dividing or identifying edges in a 
picture. Shape channels are used by several ways to 
recognise different states of a picture. Shape descriptors 
could also be invariant to interpretation, turn, and scale.

D. Image Retrieval
The terms recall and precision are discussed in image 

retrieval contexts in terms of a set of retrieved images, a
collection of relevant images, which is a list of all 
photographs on the internet that are relevant for a specific 
image, and a set of photos gathered by a web search engine 
for a query.

Recall
Recall is the percentage of relevant photographs that are 

successfully recovered.

(1)

(2)

Precision
Precision is the percentage of retrieved photographs that 

are related to the query.

(3)

(4)

III. PROPOSED METHODOLOGY

For image recovery, this evaluation includes both text and 
image attributes (shape, shading, and surface). To achieve 
the best centroid esteem, the isolated highlights group used 
Fuzzy C-Means (FCM) in conjunction with advancement 
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techniques. The CSO, SSO, and PSO streamlining systems 
are used to predict fitting centroid values. Predicting 
optimum centroid values for each group using Computation 
time and complexity are greatly reduced when FCM is used 
in conjunction with improvement strategies. The highlights 
of a specific query image contrast with the centroid esteems 
in testing with the smallest separating groups. For picture 
recovery, this evaluation includes both text and image 
attributes (shape, shading, and surface). To achieve the best 
centroid esteem, the isolated highlights group used Fuzzy C-
Means (FCM) in conjunction with advancement techniques. 
CSO, SSO, and PSO are three streamlining systems that aim 
to predict appropriate centroid values.

Figure 3. Proposed Methodology

A. Feature Extraction
To recover photographs for a specific database, this

function combines text elements such as filename and
catchphrases with picture highlights like as surface, shading,
and shape if the filename contains a string or other strange
characters, it is converted to ASCII code in text highlights
and the numbering is preserved. Watchword, on the other
hand, denotes the envelope name of related photographs. If a
shape is used as a highlight in a photograph, possible
that identifying the edge is the first step in removing that
element. The watchful edge indicator is used to determine
the edge of an item in the scene.

After the scene, follow the bunch of the piece edge that
has been recognized is a huge advance. The shading
histogram can be applied to any shading space, while it is
most associated with three-dimensional spaces such as RGB

or HSV. The phrase power histogram can be used to
describe monochrome images. The shading histogram is N-
dimensional for multi-ghostly images, where each pixel is
spoken to by a discretionary number of assessments. Every
estimate has its own wavelength range of light, some of
which may be visible and others of which may be invisible.
GLCM is the best method for extracting the required
features from photographs.

B. GLCM
GLCM (Gray Level Co-occurrence Matrix) is a factual

surface exploration approach that considers the spatial
relationship between pixels in images. GLCM is mostly
used in example recognition and determines the power
variation at the pixel of interest. The GLCM surface
considers the relationship between two pixels at some
random minute, referred to as the pixels that serve as a
reference and those that are close by The GLCM set of
characteristics can be used to express a general average for
the degree of linkage between pixels in distinct edges. such
as homogeneity, consistency, and so on.

The partition evacuate between pixels is one of the
guiding parameters that influences the isolation capacities of
GLCM. When you select detachment 1, you'll be asked to
think about the degree of connection between consecutive
pixels. In this case, increasing the division causes the level
of connection between removed pixels to be reflected.
Contrast, correlation, and energy are all terms that can be
used to describe something. Homogeneity and entropy are
among the GLCM's features.

(5)

(6)

(7)

(8)

(9)

C. Fuzzy C-Means Clustering (FCM)
FCM is an unsupervised clustering-based information

bunching process that collects the informative index into n
groups, with those untruths near a group's focal point having
an abnormal state of having a place and vice versa. It is
based on minimizing the desired work.
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(10)

Here and is the relationship of in the 

cluster j and is Euclidean distance.

D. Corvus Search Optimization
Particle Swarm Optimization, Social Spider Optimization,

Harmony Search, Bat Algorithm, and Genetic Algorithms
other nature-inspired approaches are among the most recent
optimizations. We employ the Corvus or Crow Search
Algorithm for optimization when retrieving photos based on
content in our proposed methodology.

Crows are a widely distributed class of winged birds that
are now considered to be among the most intelligent
creatures on the planet. Crows, as a group, display incredible
understanding and consistently pass knowledge tests with
flying colours They can keep their faces, use instruments,
communicate in complex ways, and hide and retrieve food at
all times of the year.

In a crow mob, there will be a behavior that has many
similarities to a streamlining operation. According to this
behaviour, crows hide their excess food in specified natural
locations (hiding sites) and retrieve it when it is needed.
Crows are ruthless winged creatures who pursue each other
in search of better food supplies. Finding a food supply
hidden by a crow isn't easy because if a crow notices another
crow following it, the crow will try to fool the other crow by
fleeing to a different part of the earth. The nature of
sustenance source is objective (health) labour, and the best
nutrition wellspring of the earth is the global solution to the
issue.

CSO tries to emulate the crows' sophisticated behavior by
considering these resemblances to find solutions to
challenges.

The CSO Principles are:
i. Crows live in groups.

ii. Crows maintain the location of their hiding places.
iii. A gang of crows is pursuing each other for a break-

in.
iv. By default, crows protect their supplies from theft.

Assume that crow A wants to get to its hiding spot for
food, and that crow B wants to follow crow A to find that
hiding place at some point in the future. In this scenario,
there could be two possibilities.

Figure 4: CSO flow chart

Update memory

CSO

STOP

Check 
terminat
ion basis

START

Initialize problem and 
adjustable parameters

Initialize position and 
memory of crows

Evaluate fitness or 
objective function

Generate new position

Check the feasibility of 
new positions

Evaluate fitness 
function of new positions
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Figure 5. Corvus Optimization Overview

Case-1: Crow A is unaware that crow B is following him.
As a result, crow B will approach crow A's hiding spot.

Case-2: Crow A is aware that crow B is pursuing it. As a
result, to prevent its cache from being stolen, crow A will
deceive crow B by moving to a different part of the search
arena.

IV. RESULTS AND DISCUSSION 

The purpose of retrieving images for a given question is 
to compare the results of subsequent tests. The test includes 
many inquiry images, each with five different photos for 
approval (table-1), and the display of each question picture 
is evaluated using three standard estimates Accuracy, 
Recall, and F-measures for PSO, SSO, and CSO (table-2). 
The examinations contain the usual execution results of each 
inquiry picture in the set for various streamlining strategies 
that function with FCM in predicting ideal centroid. Finally, 
the below table clearly shows the performance of existing 
and proposed methods.

TABLE I.
QUERY IMAGES

S. No Brain & Lung Images

Br1

Br2

Br3

Br4

Br5

Ln1

Ln2

Ln3

Ln4

Ln5
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TABLE II.
PERFORMANCE EVALUATION

Output

Corvus 
Search 

Optimization

Social 
Spider 

Optimization

Particle 
Swarm 

Optimization

A R F A R F A R F

Ln1 92 88 90 89 90 87 87 87 87

Ln2 90 89 89 88 83 85 85 85 85

Ln3 92 91 91 90 85 87 87 87 87

Ln4 90 89 90 88 83 85 85 85 85

Ln5 92 91 91 89 85 87 87 87 87

Br1 94 93 93 88 86 87 89 87 88

Br2 96 95 94 90 88 87 91 89 90

Br3 94 93 93 88 86 87 89 87 88

Br4 96 95 95 90 88 89 91 89 90

Br5 94 93 93 88 86 87 89 87 88

V. CONCLUSIONS

The preceding data demonstrate that Augmented Corvus 
Search Optimization outperforms traditional SSO and PSO
approaches. We used Brain and Lung photos as input Query 
images and ran our suggested algorithm on them, comparing 
Precision, Recall, and F-measures with current mythologies, 
and then presenting the findings. We can easily see from the 
results that our recommended method produces superior
results. Color photos can be used to test the same 
procedures.
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Abstract: For evaluating the vehicle's services and sales, the 
online review offers a bunch of information. The study looks at 
how a customer feels about the vehicle, which affects how many 
cars are sold. The brand image is damaged, and sales are 
affected when a review is wrong about a car, while positive 
reviews contribute to increased sales. The sales forecast process 
considers the online review data and previous sales data as 
potential sources for more precise sales predictions. Machine 
learning might speed up the time-consuming process of 
forecasting sales and understanding market trends. This 
method makes it easier to find the relevant words in postal 
correspondence relating to finance, automobile rules, 
environmental regulations, and customer service. In this study, 
we used a BERT (Bidirectional Encoder Representation 
Transformer) to collect consumer reviews of automobiles. The 
technique is made more visible and understandable by the ML 
algorithm, which also facilitates the creation and management 
of such assessments. So, the sales staff will have access to 
accurate information about the automotive industry, which will 
help them predict sales.

Index Terms: BERT; Sentiment Analysis; Machine Learning

I. INTRODUCTION

Long-term viability in any manufacturing business is 
ensured by understanding past performance, current events, 
and most crucially, anticipating future performance. 
Forecasting the company's future performance will calculate 
fortune and demand. Primary sales data must be compiled 
and reviewed to estimate future sales, fulfill the need, or
reduce risk. The discipline of foreseeing the future is called 
predictive analytics, a subfield of data science. Predictive 
analysis requires a statistical technique, mathematical 
procedures, and visualization. We propose a fully automated 
sentiment analysis model (AABSA) based on these aspects. 
The model can generate aspect-based sentiment scores from 
online reviews without human intervention or domain 
knowledge. We used K-means clustering to group sentence 
embedding in the AABSA model, then selected the center 
words from each cluster as aspects.

The choice of a vehicle for a consumer is heavily 
influenced by its performance, appearance, efficiency, and 
safety [8]. To expand the brand's client base, the 
manufacturer must consider the feedback. The sentiment
analysis of the brand and product released might help the 
firm enhance its sales predictions even further [9].

Products, territories, clientele groups, and other relevant 
information is used to examine prior sales experience. 
Managers must also look back over a long period to find 
trends and patterns in the growth and decrease of sales 
volume [10].

The capability of a company's manufacturing, marketing, 
funding, leadership, and ability to react to optimize profit 
potential all affect how well it can respond to sales forecast 
outcomes. The   position of sales in the market is considered 

The intention is to apply aspect-based sentiment analysis 
to comprehend market trends, the state of the country, and 
brand perception. But first, maintaining the course and
manually identifying components for each newly established 
category and new customer requirements [1].

Businesses find it difficult to derive insights from the vast 
volumes of unstructured review information regarding their 
own and rivals' products. A one-dimensional number cannot 
adequately represent the many facets of a product [2].

To identify word similarities, some subsequent studies 
used word embedding methods such as word2vec and 
wordnet clustering [3]. These efforts, however, fall short in 
capturing the intricate semantic linkages of aspect keywords.

Based on the features of the cars, the review system 
assigns a rating. The evaluation of the product's 
effectiveness, the success of the previous vehicle models, 
safety, performance, and the vehicle's appearance and feel is 
calculated. For sales forecasting, the exact numbers are 
employed [4]. Every client considers these essential aspects
before purchasing a car; therefore, considering them when 
predicting sales would result in more accurate predictions.

This work makes several significant and methodological 
contributions. This paper proposes a hierarchical framework, 
which makes several substantive and methodological 
advances. We offer a novel approach to determine product 
qualities by submitting a hierarchical framework. We 
demonstrate three comparative benefits of the proposed 
method over benchmark techniques: 1) greater precision, 2) 
more accurate sales forecasting and 3) full automation 
without laborious hand-coding to increase prediction 
accuracy; this review rating is used to the other sales 
forecasting characteristics.

II. STATISTICAL APPROACH

Data analysis using statistical approach can provide 
insight into future business performance. For instance, in 
work [13], weather-based Machine Learning Technique for 
Day-Ahead wind power forecasting, wind power is 
forecasted statistically using historical data. Similarly, the 
article Intelligent Sales Prediction the Gradient Boost 
Algorithm, a machine learning technique, anticipates 
predicting sales turnover [14].

The study [12] demonstrates how businesses generate 
competitive information using data analytics. The business 
organization can select the Analytics type based on its 
requirements and available resources [11].
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TABLE I.
CUSTOMER REVIEW DATA ON THEIR VEHICLE

Sl. 
No.

Review 
Date Name Vehicle

Name
Review 
Title Review Rating

1
04/14/08
10:47 PM
(PDT)

Thoma
s

1997
Maruthi
Passenger 
vehicle
Minivan
All- Trac 
3drMin...

Best
Minivan
ever

My 1997
Passenger 
vehicle is 
the third 
one that I

5

2
11/12/08
05:31 PM
(PST)

Susrut
a

1997
Maruthi
Passenger 
vehicle
Minivan
All- Trac 
3drMin...

My 
Favorite
car Ever

I have
owned lots 
of vans, and
the
Passenger 
vehicle is ...

4.8

3
04/14/10
07:43AM
(PDT)

Andra

1997
Maruthi
Passenger 
vehicle
Minivan 3dr
Minivan

Mom's
Taxi
Babies
Ride

Sold 86
MaruthiVan
285K
miles tobe
replaced ...

5

4 12/17/16
04:40 PM
(PST)

Nitish

1997
Maruthi
Passenger 
vehicle
Minivan
All- Trac 
3drMin...

My 4th
Passenger 
vehicle,
the best
van ever
made!

1st 95went
over 300k
beforebeing
totaled

5

5
02/02/17
07:53 PM
(PST)

Deven
der

1997
Maruthi
Passenger 
vehicle
Minivan

Great
Vehicle,
Maruthi's
best
design
ever.
Thankyou

There isno 
way back.
Enjoy what
you have.

5

The Automatic Aspect-Based Sentiment Analysis 
(AABSA) method was designed to extract hierarchical 
product attributes from online consumer reviews [5].
Table1. Based on these factors, we provide a completely
automated sentiment analysis technique (AABSA). The 
algorithm can produce aspect-based sentiment scores from 
web reviews without assistance from a person or specialized 
knowledge. In the AABSA model, we grouped phrase 
embeddings using k-means clustering and selected the 
center words from clusters as attributes [6], [7]. A 
significant benefit is that since k-means clustering is an 
unsupervised learning model, we don't need to select the 
characteristics beforehand manually. Instead, AABSA may 
automatically identify several elements as well as aspect 
structures [16].

Furthermore, labels are not required throughout the 
learning process. As a result, it may independently 
determine the format of its information. The concept 
eliminates labeling and automatically allows us to identify 
aspects.

III. BIDIRECTIONAL ENCODER REPRESENTATION
TRANSFORMER (BERT)

BERT is a pretraining approach for language 
representation to create open-source NLP models that can be 
downloaded and utilized [15]. These algorithms may be 
adjusted to deliver state-of-the-art predictions for a 

particular profession using your data or to extract top-notch 
linguistic traits from text data.

The aspect-based sentiment analysis uses the processes 
listed below to get the sentiment score.

1. Preprocess reviews.
2. Train word embeddings.
3. Train sentence embeddings.
4. Select hypernym candidates.
5. Hyponyms to assist in the subsequent
6. Sentiment analysis.
7. Merge hypernyms and hyponym candidates.
8. Match hypernyms to reviews
9. We use the Maximum Entropy (MaxEnt)

Figure 1. AABSA Framework

A multi-layer bidirectional Transformer encoder is 
called a BERT. BERT was developed by Google 
researchers in 2018 and has been shown to be cutting-
edge for various natural language processing tasks such as 
text categorization, text summarization, and text 
production. Furthermore, a new disclosure claims that 
BERT plays a substantial role in Google's search 
algorithm, which helps it better evaluate queries. The 
study introduces two models, as seen in Figure 2.

BERT base 12 layers (transformer blocks), 12 attention
heads, and 110 million parameters.

Figure 2. BERT Layers

BERT Large 24 layers, 16 attention heads, and 340
millionparameters.
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Position Embeddings: To represent the placement of 
words in a sentence, BERT learns and uses positional 
embeddings. These are intended to make up for the fact 
that, Transformer cannot record "sequence" or "order" 
information Figure 3.

Figure 3. BERT sentiment analysis

Segment Embeddings: BERT can now accept sentence 
pairs as task inputs (Question-Answering). It learns a 
unique embedding for each to help the model distinguish
between the first and second sentences. All the tokens

TABLE II.
DATASET WITH A SENTIMENT SCORE

Month Year Brand Sales Inflation Vehicle
Sentiment

1 2021 Maruthi 1,36,591 1.10 1
2 2021 Maruthi 1,51,625 1.51 1
3 2021 Maruthi 2,00,801 2.22 1
4 2021 Maruthi 2,01,491 4.43 1
5 2021 Maruthi 2,03,009 5.21 1
6 2021 Maruthi 1,73,609 5.52 1
7 2021 Maruthi 1,54,731 5.61 1
8 2021 Maruthi 1,56,073 5.13 1
9 2021 Maruthi 1,28,495 5.34 1

10 2021 Maruthi 1,19,400 6.13 1
11 2021 Maruthi 1,24,506 6.52 1
12 2021 Maruthi 1,42,591 7.14 1

These are the embeddings for a particular token from 
the Word Piece token vocabulary that has been learned.

There are a lot of transformer encoders available 
from BERT. BERT assists with self-attention in both 
directions and is bidirectional.

The many preprocessing techniques are the source of 
BERT's adaptability. Thus, we can train the model on 
various NLP tasks without substantially altering its design 
Figure 1.

BERT uses WordPress tokenization. The vocabulary  
first starts with all of the constituent characters of the 
language, and then the most frequent/likely word 
combinations are repeatedly added.

Month Year Total
sales Inflation semiconductor

Ship shortage
Vehicle 

Sentiment
Month 1.0 0.0 0.2 0.2 0.0 0.1
Year 0.0 1.0 0.3 0.5 0.6 0.8

Total Sales 0.2 -0.3 1.0 0.2 0.3 0.5
Inflation 0.1 0.5 0.2 1.0 0.8 0.4

Semiconduc
tor Ship
shortage

0.0 0.6 0.3 0.8 1.0 0.7

Vehicle 
Sentiment 0.1 0.7 0.5 0.4 0.7 1.0

Table 3 shows that the cell values with minus signs 
represent the positive and negative correlation. We can 
observe that the epidemic has a stronger association with 
decreased sales. By determining the external factors 
correlated with the overall sales, we might arrive at a 
reasonable sales projection.

IV. METHODOLOGY

The prediction model must include the following stages 
to create a realistic machine learning model to anticipate 
automobile sales.

1. Find the highly connected variables that affect the 

2. Three methods are used to build the model: 
Random Forest, Support Vector Regression, and 
Multiple Linear Regression.

3. All three models' accuracy and sales are calculated 
using the Mean squared error approach while 
building the models.

4. With the sales and affecting factor, the identical 
procedure was performed, and the accuracy for the 
three models was determined using the Mean 
squared error technique.

5. The effectiveness of both approaches is determined 
by comparing the results.

Along with sentiment analysis, the dataset includes the 
values of previous sales and elements that may influence 
future sales table 2.

MSE = Mean Squared Error
n = number of data points
Yi = Observed values

= Predicted values

A standard error metric for regression problems is the 
Mean Squared Error MSE. It is a loss function for 
algorithms that optimize or fit regression scenarios using 
the least-squares framework. Reducing the mean squared 
error between the anticipated and expected values is 
referred to as "least squares."

TABLE III.
CORRELATION OF INPUT COLUMNS

marked as EA in the above example belong to sentence A.

vehicle's sales.
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The squaring also inflates or amplifies significant errors; 
the more positive squared errors there are, the more 
significant the difference between the expected and 
predicted figures. Models receive a greater "punishment" 
for more severe mistakes when MSE is used as a loss 
function. Increasing the average error score when 
employed as a statistic also has the effect of "punishing" 
models.

The loss function is computed using the actual and 
expected values in Table 4. The outcomes of the three 
algorithms are then contrasted.

TABLE IV.
ACCURACY OF ML MODELS

Algorithm
Accuracy Without

Reviewfactors
AccuracyWith the

ReviewFactors

Linear Regression 2500 1800
SVM.SVR 1900 1500

Random Forest Regressor 1600 1200

Table 4 shows that the Model's Accuracy is increased for 
all three models with the review score. By comparing 
without review factors and review factors, the loss can be 
reduced by 72% of Linear Regression, 78.94% of SVM, and 
75% of Random Forest Regression.

V. CONCLUSIONS

Using sentiment analysis to make predictions has 
increased prediction accuracy. The AABSA model improves 
sales forecasting's thoroughness and accuracy. As aspect 
identification is automated, it does not require labor-
intensive manual coding. To anticipate sales, robust machine 
learning algorithms are also used.
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that causes diabetic patients to go blind due to the damage of 

both the eyes and eventually causes partial or complete vision 
loss if it becomes severe. The most effective strategy to manage 
the condition is to have regular fundus photography screenings 
and timely management. The increased number of diabetic 
patients and their extensive screening needs have sparked 
interest in a computer-assisted, totally automatic diagnosis of 
DR. The early detection of DR can save the diabetic people 
from permanent blindness. The goal is to design a deep-
learning system, specifically an Inception-v3 model, that could 
predict the probability of diabetic retinopathy developing 
within two years in patients with diabetes. The present work is
developed and tested on two versions of a deep-learning system 
to predict the progression of diabetic retinopathy in diabetic 
patients who have undergone tele-retinal diabetic retinopathy
screening in a primary care environment. A risk categorization 
technique like this could help to improve screening intervals 
while lowering costs and increasing vision-related outcomes.

Keywords: Diabetic Retinopathy, Inception-v3, deep 
learning, Gabor filter, fundus images.

I. INTRODUCTION

The most prevalent cause of blindness in diabetic people 
is diabetic retinopathy (DR) [1]. According to the World 
Health Organization (WHO), there were 422 million people 
with diabetes in 2014, with 35 percent of them developing 
retinopathy because of damage to the retina's tiny blood 
vessels [2]. The prevalence of DR is substantially higher in 
some patient categories. Personalizing screening frequencies 
based on the possibility of diabetic retinopathy development
or progression could improve the efficiency of diabetic 
retinopathy screening programs. We have developed a deep-
learning system that can predict the risk of diabetic 
retinopathy using colour fundus pictures. Here, mainly our 
focus is on developing a deep learning machine in order to 
forecast the upcoming disease in the subsequent years.

Figure 1. Sample fundus images

Fundus images which can be obtained by capturing the 
eyes directly are frequently used in clinical practice to 
diagnose DR. Exudates, micro aneurysms, and hemorrhages
are some of the most prevalent lesions that indicate DR. 
Fundus imaging can be used to identify all these lesions [3].
A variety of fundus pictures with distinct types of lesions are 
shown in figure 1. Fluorescein angiography [4] can be 
utilized to provide a more accurate diagnosis because it can 
highlight small vascular structures in the retina. Fluorescein 
dyes, on the other hand, can provoke an allergic reaction and 
require working kidneys to expel, thus they are rarely 
available in small facilities. Currently fundus pictures are 
the most extensively used method for routine DR screening, 
due to the ease with which they may give more information 
and clarity of various lesions. Sample retinal images without
diabetic retinopathy and with retinopathy are shown in 
figure 2(a) and 2(b).
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Figure 2(a). Normal Retina without Retinopathy

Figure 2(b). Retina with Diabetic Retinopathy

We need to change our lifestyle as it has no correct 
medication to prevent it. The eye vision images of a person
without diabetic retinopathy and with retinopathy are shown 
in Figure 3(a) and 3(b).

Figure 3(a). Eye vision without retinopathy

Figure 3(b). Eye vision with retinopathy

II. LITERATUE REVIEW

(ML) and inherits the appropriate and advantageous 
attributes of ML such as performing complex tasks, smart 
and automated, better generalization, domain knowledge, 
decision making etc. and efficiently applies them upon 
image data, thereby outperforming shallow ML algorithms. 
DL models have the capability to learn and to generate new 
features from extracted and existing features such as points, 
lines, edges, gradients, vessel structure, corners, boundaries 
etc. using representation learning.

Colin D. Jones et al. [5] stated in 2012 that they were able 
to estimate the incidence of diabetic retinopathy in relation 
to retinopathy grade at first examination and other 
prognostic factors. Between 1990 and 2006, a dynamic 
cohort study of 20,686 adults with type 2 diabetes had 
annual retinal photography up to 14 times. Life tables were 
used to estimate cumulative and annual incidence rates, and 
Cox regression analysis was used to identify risk factors for 
progression.

Convolutional networks [6] are at the heart of most 
cutting-edge computer vision solutions for a wide range of 
jobs in 2016. Since 2014, very deep convolutional networks
[7] have become popular, resulting in significant 
improvements in a variety of benchmarks. They are looking
into ways to scale up networks that use appropriately 
factorized convolutions and aggressive regularization to 
make the extra processing as efficient as possible. They 
demonstrate significant increases above the state of the art 
by benchmarking their algorithms against the ILSVRC 2012 
classification challenge [8] validation set: For single frame 
evaluation utilizing a network with a computational cost of 5
billion multiply- adds per inference and less than 25 million 
parameters, the top-1 error was 21.2 percent and the top-5
error was 5.6 percent.

Gargeya et al. [8] have proposed a data-driven DL 
algorithm for deep feature extraction and image 
classification, using Deep Residual Learning (DRL) to 
develop a CNN for automated DR detection. The model is 
trained using 75,137 fundus images from EyePACS dataset 

Deep Learning (DL) is a new advent of Machine Learning
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and tested using an augmented MESSIDOR-2 dataset and E-
Ophtha dataset, containing 1748 and 463 images, 
respectively. The proposed model has performed 
preprocessing, dataset augmentation, batch normalization, 
ReLU activation, and categorical cross entropy loss function 
for class discrimination using gradient boosting classifiers. 
The model has extracted 1024 deep features using the 
convolutional method. The model has detected retinal HEs, 
hard EXs and NV, through visualization of heatmaps. The 
proposed model has achieved an AUC of 0.97 with an 
average sensitivity of 94% and specificity of 98% on 
EyePACS dataset, whereas it has achieved and AUC of 
0.94, with an average sensitivity of 93% and specificity of 
87% on MESSIDOR-2 dataset, and an AUC of 0.95 with an 
average sensitivity of 90% and specificity of 94% on E-
Ophtha dataset.

Eftekhari et al. [9] have proposed a Deep Learning Neural 
Network (DLNN), which is a two-stage training architecture 
consisting of two completely different structures of CNN 
namely a basic CNN and a final CNN, for detection of MAs, 
for the diagnosis of DR. The proposed model has used 
images acquired from datasets such as Retinopathy Online 
Challenge (ROC) containing 100 images and E-Ophtha-MA 
containing 381 images, to train and test the model. This 
model performs pre-processing and generates a probability 
map in the basic CNN to detect MAs and non-MAs, which 
led to a balanced dataset. This model has performed 
backpropagation for optimization of parameters,
post processing upon the output of final CNN, and has 
used Stochastic Gradient Descent (SGD), Multimedia Tools 
and Applications dropout and binary cross-entropy loss 
function for training. The proposed method is assessed on 
ROC and E-Ophtha-MA datasets, and has achieved a 
sensitivity of 0.8.

Al-Bander et al. [10] have proposed a multi-sequential DL 
technique for detecting the centers of OD and fovea, for the 
detection of DR, using CNNs. The model has used the 
MESSIDOR database of 1200 images and 10,000 images 
from the Kaggle dataset, for training and testing 
respectively. The proposed model has enhanced the contrast 
of the resized image using CLAHE and has obtained the 
ROIs using the first CNN and performed classification using 
the second CNN. The proposed model is trained on 
augmented data using Stochastic Gradient Descent (SGD).

Mansour et al. [11] have proposed Alex Net-based DR 
model, which performs a comparative study on DL based 
feature extraction techniques against ML based feature 
extraction methods, and classifies the fundus images for the 
recognition of DR. The proposed methodology has applied a 
multi-level optimization measure that incorporates data 
collection from Kaggle dataset, preprocessing, adaptive 
learning Gaussian Mixture Model (GMM)-based region 
segmentation, Connected Component Analysis (CCA) based 
localization and DNN feature extraction. The model has 
segmented hard EXs, blot intraretinal HEs and MAs.

Deep learning algorithms were utilized in 2019 to identify 
diabetic retinopathy (DR) with expert-level precision. The 
goal of this research is to validate one of these algorithms on 
a large-scale clinical population and compare its 
performance to that of human graders [12]. A total of 25,326 

gradable retinal pictures of diabetic patients were examined 
for DR severity and referable diabetic macular edoema in 
Thailand's community-based, countrywide diabetic macular 
edoema (DME).

The RETINARISK algorithm [13,14] was deployed at a 
Norwegian ophthalmology clinic in 2020. On a voluntary 
basis, the diabetes cohort was divided into two groups: one 
with variable screening intervals based on their specific risk 
profile, and the other with traditional fixed interval diabetic 
eye screening. Compliance, clinical results, safety, and cost-
effectiveness were assessed between 2014 and 2019, 843 
diabetic patients took part in the programme.

III. METHODOLOGY 

The main objective of this work is to build a stable and 
noise compatible system for detection of diabetic 
retinopathy. This work employs the deep learning
methodology for detecting the diabetic retinopathy based on 
severity level (No DR, Mild, Moderate, Severe and 
Proliferative DR). Figure 4 shows the proposed 
methodology. We have used the Inception V3 model to 
detect the Diabetic Retinopathy.

Figure 4. Proposed Methodology

Figure 5. Inception Module with dimension reductions

P-ISSN 2277 3916                                                                                                                   DOI: 10.32377/cvrjst231

102 CVR College of Engineering



E-ISSN 2581 7957                                                   CVR Journal of Science and Technology, Volume 23, December 2022

The initial Inception-V3 model was created for images
with a resolution of 299 by 299 pixels. If the input image is 
blown up too much, the feature maps inside the model will 
be blown up as well, by reducing the depth of the model. 
Inception module with dimension reductions is shown in
figure 5. The Inception-V3 model can be represented with 
two parts like feature extraction and classification. In feature 
extraction it performs the convolutional neural network 
functions and in classification it works like fully connected 
activation layer. As it is a pre-trained model, it can classify 
thousands of images. The Inception-V3 model is
sophisticated, so that it gives optimized and highly effective 
results. The Network structure of Inception-V3 Model is 
shown in figure 6. The number of deeper layers in 
Inception-V3 are more the compared with Incetion-V1 and 
Inception-V3. The cost incurred to Inception-V3 is also less.

Inception-V3 architecture can be explained in a sequential 
manner as follows:

a) Factorized convolutions

b) Smaller convolutions

c) Asymmetric convolutions

d) Auxiliary classifier

e) Grid size reduction

Figure 6. Network structure of Inception-V3 Model

MODULES:

1) Upload Diabetes Retinopathy Dataset: Using this 
module we will upload dataset training images 

2) Preprocess Images: Using this module we will read 
all images and then normalize images by converting all 
pixels values between 0 and 1. Divide each pixel values by
255 will convert image pixel between 0 and 1 

3) Train Diabetes Images Using Deep Learning:
Using this module we will train above processed images 
with Inception-V3 algorithm and the below code shows
training image with INCEPTION

4) Upload Test Image & Predict Disease: After 
training the model we will upload new test images and then 
inception model will predict upcoming disease 

5) Accuracy & Loss Graph: Using this module we 
will plot accuracy graph of deep learning

6)  Confusion Matrix: It is mainly used for the 
classification of the classes. Confusion Matrix gives the 
count of correctly predicted classes and the classes which 
are not correctly predicted in a count format.

IV. DATASET INFORMATION

The Inception-V3 algorithm is trained on the EYEPACS
[15] dataset available from the Kaggle repository. The 
diabetic retinopathy associated with each image has been 
rated on the scale of 0-4 as follows and fundus images 
corresponding to all stages are shown in Figure 7.

0-NoDR
1-Mild
2-Moderate
3-Severe
4 - Proliferative DR

Figure 7. Fundus images at different stages of Diabetic Retinopathy

The Inception-V3 network will be used to develop a deep
learning model, which may subsequently be used to new 
patient retinas to forecast imminent disease or the presence 
of the worst disease. The presence of red color cells in the 
photograph will indicate the presence of an upcoming 
disease.

THE INCEPTION-V3 MODEL:
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V. EXPERIMENTAL RESULTS 

In the initial stages of retinopathy, there will be no 
indications of vision related problems. As years pass, they
will cause blindness to the patients.  It is a symptom in both 
type 1 and type 2 diabetes. As the blood sugar level 
increases the level of complications will also increase 
accordingly. The fundus images that are captured on each 
eye (one or two images per eye) are handled as a single 
sample, and we have divided our data into a training set and 
a test set randomly. The screenshot of the main page of our 
project is shown in figure 8.

Figure 8. Screenshot of main page of the project

TABLE I.
COMPARISON OF DIFFERENT DEEP LEARNING MODELS USED FOR DR

Deep Learning 
Model

Training 
Accuracy %

Validation
Accuracy %

VGG16 77.52 75.67

Inception V3 99.29 76.82
Inception V3 with 

Gabor filter
99.57 82.94

Mobile Net V1 98.90 76.55

Exception 99.46 75.22

Figure 10. Accuracy & Loss comparison graph

Figure 9. Preprocess images

The Gabor filter is used for finding different textures, 
edges, and feature extractions and it is found by using a 
Gaussian kernel function that is modulated by a sinusoidal 
wave. The filter is able to modulate over an image to extract 
features on different angles. The Gabor filter is a good 
candidate filter to be used before or during training. The 
preprocessed image is shown in Figure 9.

Performance evaluation consists of several standard
measurements including accuracy, sensitivity, specificity,
and the area under the receiver-operating characteristic 
curve (AUC of the ROC curve) of the automatic screening 
for the presence of referable DR.

In Table.1 we have represented the performance of
different deep learning models used for the prediction of 
Diabetic Retinopathy. Similarly, in figure10, we have shown 
the comparison graph between the accuracy and loss of 
normal Inception v3 model and Inception v3 model with 
Gabor filter. 

VI. CONCLUSIONS

Because of the large number of diabetes patients and the 
high prevalence of DR among them, there is a high demand 
for automatic DR diagnosis methods. Numerous 
accomplishments have been made thus far, with satisfying 
results in many subproblems such as vessel segmentation
and lesion identification. In this work, the extensive 
experiments show that the Inception v3 model with the
Gabor filter significantly improved the accuracy of the 
model.      

However, these findings are based on limited datasets. For
the real-world applications, we need to work on a high-
dimensional balanced dataset. Finally, in retrospective 
scenarios, we have evaluated a single randomly selected eye 
per patient. A patient-level investigation, categorization, 
preferably in prospective settings, will aid in determining 
clinical relevance. Our findings shows that a deep-learning
system could be built to improve risk stratification for 
developing diabetic retinopathy.
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Abstract: Contemporarily driver drowsiness is one of the 
major universal facts of road accidents across the globe.
Integrating enhanced Information Technology (IT) for instance 
Neural Network (NN), Computer Vision (CV), and Image
Processing (IP), enormously reduce road accidents from
driver drowsiness while driving. Advanced computer vision 
technology, artificial neural network, and intelligent cameras 
dynamically predicate as well as alert the drivers when they 
are in drowsiness. Drowsiness Detection (DD) has been an 
important research domain in real-time biomedical and traffic 
signal applications. Recently various Deep Learning (DL) 
algorithms implemented to study and diagnose fatigue 
situations in Electroencephalograms Signals (EEGs). The 
primary objective proposed in the present article is to study a
survey of literature on driver drowsiness detection based on 
driver behavioral measures by using computer vision and 
artificial neural network algorithms. Furthermore, in this 
article, traditional driver drowsiness architecture models, 
limitations, challenges, and conventional neural network 
algorithms have been addressed. As regards to study also 
addressed the role of enhanced convolution neural networks
and limitations in the present and future scenario to detect and 
alert driver drowsiness during driving which leads to reduced
road accidents in the future globally.

Keywords: Computer vision, convolutional neural network, 
drowsiness detection, deep learning, and information 
technology

I. INTRODUCTION

Due to the extensive efforts of research studies and 
government organizations over the last three decades,
changes in driving conditions and driver safety have been 
observed. The present study: addressed various major driver 
drowsiness behavioral measures that cause around 1.3 
million population die every year in traffic accidents, as well 
as another 20 to 50 million, who are being suffered from
non-fatal injuries [1]. Fig 1 illustrated various levels of 
driver drowsiness based on behavioral measures during 
driving.

Face Symptoms Output

Eyes Open and no Yawning Not Drowsy

Eyes Blinking and Yawning Less Drowsy

Eyes closed over 1.5 seconds Drowsiness

Figure 1. Levels of Drowsiness

Drowsiness and exhaustion, which occur shortly after 
high speed and alcoholism, are the contributing factors of 
traffic injuries in a number of industries, including aviation,
the army, and transportation [2]. However, in recent years, 
Drowsiness Detection (DD) research has piqued people's 
curiosity [6, 7]. In the present Covid-19 pandemic, when 
medical equipment is ubiquitous, this is a major problem
[8].

Drunken driving is a major cause of road accidents all 
over the globe, but especially in the USA. According to 
statistical analysis from the National Highway Traffic Safety 
Administration (NHTSA), about 90,000 crashes were 
caused by drowsy driving between 2015 and 2017, with 
around 4000 persons killed [1]. There are various factors 
that cause people to fall asleep while driving; one study 
found that driving for a lengthy period of time produces a 
loss of self-control as well as a focus [1]. Drowsiness will 
impair a driver's ability to notice the environment and drive 
safely. Drivers, on the other hand, will not stop driving even 

National 
Sleep Foundation (NSF), several earlier indicators of 
drowsiness, such as frequent blinking, yawning repeatedly, 
eye closing continually, mouth opening, and/or keeping 
his/her head up, can alert a motorist to stop and rest [2].

II. RELATED WORKS

Two pruning techniques for artificial neural network 
structure optimization are discussed in this study [3].
Nonlinear dynamic systems will be modeled using these 
networks. The accuracy of these algorithms will be tested 
and compared using real steam turbine data from a thermal 
power plant. To capture the behavior of a selected real 
system, four distinct models will be created: a neural 
network model, an adaptive neuro-fuzzy model, and two 
optimized neural network models utilizing the Optimal 
Brain Damage and Optimal Brain Surgeon algorithms. 

The prevalence of diabetes in adults aged 20 79 years 
was estimated at 8.8% in 2015 and is expected to increase to 
10.4% by 2040 [4]. high incidence in adults has 
significant social, economic, and developmental 
ramifications. Governments are under increasing pressure to 
establish policies that reduce the risk factors for type II
diabetes and gestational diabetes, as well as gestational 
diabetes, and also to ensure that certain diabetics have 
adequate access to care. Taking on the global impact of 
diabetes is a huge undertaking, and the IDF continues to be 

Received on 08-09-2021, Revised on 21-02-2022, Accepted on 14-06-2022.

AI-Model for Driver Drowsiness Detection 
Limitations of CNN-Model and Enhanced

106

CVR College of Engineering



E-ISSN 2581 7957                                                               CVR Journal of Science and Technology, Volume 23, June 2022
P-ISSN 2277 3916                                                                                                                             DOI: 10.32377/cvrjst2318

a voice for diabetics, by informing individuals and 
governments about the activities that can be taken to prevent 
and manage the disease.

Figure 2. Example of Training Data

The topic of the comparison of optimization strategies 
employing gradient descent, gradient descent with 
momentum, Adam, and learning rate investigate decay in 
conjunction with previous optimization techniques for 
feature extraction utilizing deep neural networks in this 
article [5]. To correctly recognize the sex of a person caught, 
this study analyses many settings of these strategies as well 
as techniques over themselves using a mixture of 
regularization approaches that vary in their use from no 
regularization, L2 regularization, and dropouts.

Convolutional networks can be significantly deeper, more 
accurate, and efficient to train if they feature fewer 
links between layers near the input as well as those near the 
output [6]. In this research, the authors embrace this 
discovery and introduce the Dense Convolutional Network 
(Dense Net), feed-forward networking in which every layer 
is connected to any other layer. Our network contains L
(L+1)/2 direct connections, whereas standard convolutional 
networks with L layers have L connections one between 
each layer and its succeeding layer. All previous layers' 
feature maps are utilized as inputs into each layer, and their
own feature maps are used as inputs into all subsequent 
layers.

Figure 3. Deep dense-net three Dense Blocks

It's more difficult to train deeper neural networks for 
image identification using deep residual learning. They 
propose a residual learning strategy for training significantly 
deeper networks than previously used networks [7]. They 
explicitly reformulate the layers as learning residual 
functions with reference to the layer inputs, rather than 
learning unreferenced functions. They show extensive 
empirical evidence that residual networks are easier to tune 
and can achieve accuracy from greater depth. They look at 
residual nets on the Image-Net database with a depth of up 

to 152 layers, which is 8 layers deeper than VGG nets but 
still has less complexity. An ensemble of these residual nets 
scores 3.57 percent error on the Image-Net test set. The 
ILSVRC 2015 classification task awarded this effort first 
place. There's also a CIFAR-10 analysis with 100 and 1000 
layers. Many visual recognition tasks require a high level of 
representation depth. They can only achieve a 28 percent 
relative improvement on the COCO object identification 
dataset because of their extraordinarily deep representations. 
Our contributions to the ILSVRC and COCO 2015 contests 
used deep residual nets as the foundation, and they won first 
place in the Image-Net detection, Image-Net localization,
COCO detection, and COCO segmentation tasks.
Rethinking the inception architecture for computer vision,
most state-of-the-art computer vision solutions for a wide 
range of tasks used convolutional networks as their 
foundation [8]. Since 2014, very deep convolutional 
networks have become popular, resulting in significant 
improvements in a variety of benchmarks. Although the 
increased model size and computational cost typically result 
in immediate quality gains for most tasks (as long as enough 
labeled data is provided for the training), computational 
efficiency and low parameter count are still enabling factors 
for various use of the cases such as mobile vision and big-
data scenarios. They are looking into ways to scale up 
networks in a way that makes the most of the extra 
computing by using appropriately factorized convolutions 
and aggressive regularization.

Deep Face Recognition, Face recognition is done from a 
single snapshot, or a group of faces tracked in a video is the 
purpose of this paper [9]. The use of a Convolutional Neural 
Network (CNN) for end-to-end task learning, as well as the 
availability of very large-scale training datasets, have both 
led to recent success in this area. They make two 
contributions: first, they show how a large dataset (2.6 
million photos, over 2.6 thousand people) can be built using 
a combination of automation and human in the loop, and 
they analyze the trade-off between data purity and time; 
second, we walk you through the complexities of deep 
network training and face recognition to show you how to 
get equivalent state-of-the-art results on the common LFW 
and YTF face benchmarks. Deep Face Recognition with 
Keras, Face recognition has always been a difficult problem 
for science fiction and science [10]. To hide her identity, a 
woman colored her hair or wore a hat. To learn, deep 
learning tasks often expect to be fed several instances of a 
custom class (e.g. lots of pictures of someone). This is 
satisfactory for the face recognition problem because 
training should be done with a limited number of examples 

usually, just one shot of a person exists. In addition, 
introducing new classes should not necessitate re-creating 
the model.

Driver fatigue detection survey from internal sources 
[11], the number of traffic accidents occurred every year 
owing to driver weariness based on Eye Tracking. As a 
result, a system to identify early driver drowsiness and issue 
a warning signal may be required to avert many road 
accidents, as well as to reduce personal suffering and save 
money. As a result, the authors created a method in which 
the camera may be mounted in front of the driver's seat for 
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quick fatigue detection. As a result, if driver fatigue is 
detected while driving, this system will alert the driver 
immediately. They used video files collected from cameras 
in this system, then frames were taken from these video files 
and the eyes region was tracked to determine the distances
between open and closed eyes. When the drivers closed 
eyes are detected back-to-back for a few frames, the system 
determines that the driver is falling asleep and alerts the 
driver to save their life. According to the system design, the 
driver images or frames will be extracted from the video file 
and used to detect facial descriptors using the complexion-
based technique on the frames.

Generally, the eyes are placed on the upper half of the 
face location, so the remaining lower half of the face portion 
will be removed for easy searching of eyes locations. Later 
from the top of the face, this system can calculate horizontal 
averages. The heavy changes in horizontal averages then can 
detect the eyes in closed or open states. If the eyes are 
closed for some consecutive frames, this system detects the 
driver fatigue then it can generate the warning alarm to 
alert the driver.

condition-adaptive representations teaching model based on 
a 3D-deep convolutional neural network for detecting driver 
sleepiness [12]. The suggested approach is built upon four 
different models: spatiotemporal representations training, 

drowsiness detection. Around the same time, the Spatio-
temporal representation modeling collects characteristics 
that may define motions as well as appearances via video. 
The scene condition awareness identifies the scene 
conditions linked to different circumstances regarding the 
drivers and driving scenario, such as the status of wearing 
glasses, the lighting condition of driving, and the 
movements of facial features such as the head, eye, and nose 
as well as mouth. 

Using two features taken from the previous models, 
feature fusion creates a condition-adaptive representation. 
Using the condition-adaptive representation, the detection 

s sleepiness [13]. The condition-
adaptive representation educational approach will retrieve 
extra discriminative characteristics more unique to every 
scene situation than that of the generic representation, 
enabling the drowsiness detection approach to provide more 
accurate results in a variety of driving conditions. The 
suggested approach is tested using the video dataset NTHU 
Drowsy Driver Detection.

Various classification EEG signal models have been 
proposed [14] which are based on the Support Vector 
Machine (SVM) approach even performance challenges due 
to background noise. SVM benchmark SVM models 
predicated fatigues and drowsiness are the primary causes
most of traffic accidents. Fatigue detection mainly focuses 
on the driver facial behaviors for instance facial
expression, eye blinking, and mouth yawning. Open CV and 
Dlib libraries were utilized to detect the expressions of 
drivers' faces. Benchmark SVM approaches predicated on
five fatigue features such as count of a yawn, internal zone 
of the mouth opening, count of eye blinking, PERCLOS,

and head are used to detect drowsiness from real-time video. 
At the same time, facial expressions were trained with SVM. 
In this study, SVM-based driver fatigue detection is 
recommended.

Article [15] addressed the hypo-vigilance prediction 
approach for Unnamed Combat Aerial Vehicle (UCAV) 
based on EEG signals to reduce the occurrence of hypo-
vigilance. Drowsiness Detection and Warning System for 
Automobile Drivers Using Smartphones. This study 
describes a smartphone-based method for detecting 
sleepiness in car drivers. The suggested system detects 
sleepiness in three stages. The first step employs a modified 
eye state classification algorithm to calculate the percentage 
of eyelid closure (PERCLOS) from pictures acquired by the 
front camera. During nighttime driving, the technology 
illuminates the driver's face with near-infrared lights. In the 
case that PERCLOS exceeds the threshold, the second step 
uses the voiced to unvoiced ratio derived from the 
microphone's speech data. 

A final verification stage uses a touch response within a 
predetermined time frame to declare the driver sleepy and 
raise an alert. The gadget 
periodic occurrences, together with the accompanying GPS 
locations. The technology outperforms previous sleepiness 
detection methods in three ways. For starters, the three-stage 
verification procedure increases the system's reliability. The 
second benefit is that it is implemented on an Android 
smartphone, which is more easily available to most drivers 
or taxi owners than other general-purpose embedded 

notify both the control room and the passengers.

III. DROWSINESS DETECTION SYSTEM

The general architecture of driver drowsiness detection is 
shown in Figure 4. Various EEG and ECG face detection 
techniques were employed in the Facial Detection phase to 
identify the face regions from the input photos. The research 
study [16] proposed an EEG-based approach that explored
Hypo-vigilance real-time approach to predicate drowsiness,
fatigued state, and alertness in biomedical applications. The
ECG-based model [17] addressed non-invasive signals that 
analyze Heart Rate Variability (HRV) and applied filters to
the ECG data to extract 13 statistical features. Extracted 
features trained by classification models SVM, KNN, and 
Ensemble to predicate driver fatigues state.  

Face detection algorithms are divided into two categories: 
feature-based and image-based. Image-based algorithms for 
face detection have used statistical, neural network, and 
linear subspace methods. Different eye area detection 
techniques were employed in the second stage to detect and 
extract the eye region from facial photographs. After finding
face regions, normalization is performed in the 
preprocessing stage to reduce the impacts of illumination.

Histogram equalization can be used to adjust the contrast 
discrepancies between face photographs. Feature extraction 
was applied to the input ocular region images in the third 
stage. The fourth phase in detecting driver drowsiness is a
classification, which employs a classifier to divide, using the 
characteristics obtained in the preceding two steps, divide 
pictures into asleep and non-sleeping groups.

Detecting drowsiness for drivers using a condition-

platforms. The third benefit is the usage of SMS service to 

scene state understanding, feature fusion, as well as 

adaptive  representations learning  approach, we  develop a 
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Figure 4. General Architecture of Drowsiness Detection.

IV. DATASET SELECTION

Many datasets have been used in various articles, 
although the majority of them are not public or realistic. As 
a result, each study used a distinct dataset to tackle the 
drowsiness detection problem. Unfortunately, the lack of a
uniform dataset makes comparing different algorithms 
impossible. Several techniques, such as the ULG
Multimodality Drowsiness (DROZY) database, achieve high 
validation accuracy of 91.6 percent and 95.8% by utilizing
private datasets; others use public datasets, although they are 
unrealistic and lack sufficient training samples addressed in 
[18],[19].

V. CNN MODEL

Driver drowsiness also cited sleepiness and fatigue
which cause physical and mental tiredness [20].  The CNN 
model explores eye state categorization and drowsiness level 
detection in real-time video based on eye and mouth 
symptoms. Figure 5 depicts the system workflow and the 
drowsiness detection mechanism. The overview of the 
offline learning process is the initial stage in the system 
workflow. This stage summarizes the processes involved in 
the CNN training process for classifying open and closed 
eyes. Following the offline training, the online operation 
process can recognize the eye and mouth states in real-time 
video. As a result, symptoms from these states are used to 
predict the level of drowsiness.

From the input image, the convolutional layer will extract 
valuable characteristics. To increase the non-linear 
characteristics in each image, each convolutional layer is 
coupled to RELU activation. Then, not only to maintain 
the primary features but also to reduce the size of the 
photos, a max-pooling layer is applied. This aids the CNN 
model in reducing the quantity of irrelevant data while 
identifying the eye states.

Figure 5. CNN Workflow.

VI. THE CNN BASED DROWSINESS DETECTION SYSTEM

ALGORITHM STEPS:
(1) The Viola-jones face detection algorithm is utilized to 

recognize the faces in the photos, which is then passed on to 
the Viola-jones eye detection algorithm as input 

(2) Once the face has been recognized, the Viola-jones 
iris recognition approach is utilized to extract the eye area 
from the face pictures, which is subsequently supplied as 
input to CNN.

(3) Deep features are extracted using a CNN with four 
convolutional layers, which are then sent to a fully 
connected layer.

(4) In CNN, the SoftMax layer classifies the pictures as 
sleepy or non-sleepy.

Figure 6. Drowsiness Architecture

VII. DISCUSSION

Despite strong results, when a neural network is tested on 
a completely new person who was not included in the 
dataset, it struggles to detect drowsiness in a person's facial 
expression, implying that the person is awake the majority 
of the time. A useful gesture that is recognized by others is a 
small head droop. On the other hand, all films of captured 
subjects, including those produced afterward were 
effectively recognized. 
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VIII. CONCLUSIONS

This study indicates that in order to develop an 
application that could assist drivers in identifying, they were 
able to create a design that fits virtually flawlessly for varied 
frames despite their mental state of sleepiness. A network 
must be retrained for each new person in order to achieve 
acceptable outcomes for the subject. This article identified 
the limitations of CNN models and suggested an enhanced 
AI model for driver drowsiness detection. In the future, it
must be necessary to enhance robust AI models to predicate 
and alert driver fatigues to reduce road accidents.
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Abstract: A Covid-19 diagnosis utilizing nasopharyngeal swabs 
and RT-PCR has a low positive rate. Chest X-rays are crucial for 
early diagnosis of COVID-19, normal and pneumonia. Its 
symptoms differed from the common cold, influenza, and healthy 
people. COVID-19 is a major hazard to global health. The diseases 
are detected through the chest x-ray image dataset by using image 
classification for deep learning techniques. The image 
classification for deep learning techniques recognizes the image 
data and generates the categorized output. As deep neural 
networks perform the most essential aspect of medical image 
recognition, pre-processing of the raw image, which are converted 
into an understandable format by models are required. The 
models trained for this research include pre-trained CNN models 
such as VGG, Xception and Dense Net versions. The proposed 

accuracy, precision, recall, F1 score and AUC values that can aid 
in early diagnosis and differentiate COVID-19 from other kinds 
of pneumonia when all the deep learning classifiers and 
performance parameters were considered, the DenseNet121 
achieved the highest model classification of accuracy for COVID-
19 at 100%, the Xception of the normal class achieved 95.49% and 
the DenseNet201 achieved the highest for the viral pneumonia 
class at 97.14%. Additionally, the suggested method is useful and 
aids medical professionals in recognizing disorders from chest X-
ray images. Even though our architectures are easier to use, the 
performance of the classifiers is used to prove that the therapies 
are effective and efficient.

Index Terms: COVID-19, Pneumonia, CNN, Deep Learning 
Techniques, chest X-Ray Images, classification.

I. INTRODUCTION

Image classification involves examining a picture and 
figuring out which "category" it fits into. This resembles a 
human version of a virtual machine. Despite of being a 
straightforward process, classifying photos has proven 
challenging for computers. A classification system is built, 
utilizing a database of established trends to identify which 
group the detected image belongs to. The classification phase 
involves processing digital data, extracting features, gathering 
training sets, making decisions, and analysing the outcomes. 
The virtual camera or another X-ray imaging technology 
produces digital data to record images. The photos are 
improved by pre-processing. The matched grayscale picture in 

binary compression format is resized by a normalized 
augmentation of the comparison image in binary format. 
Feature extraction is the process of measuring, computing, or 
recognizing features in sample images to extract them. The 
two better typical methods of extracting features are feature 
extraction in space and feature extraction in colour. The
feature that the best describes the sequence is chosen to serve 
as the basis for choosing the training data. The input image 
turns into the output image a week after pre-processing. By 
contrasting image patterns with attack patterns to determine 
the most effective tactic, photos are selected and categorized 
to be assigned to predetermined sets of classes. An outcome 
will be categorised by using the sample image.

In 2019 Hubei, China detected SARS-CoV-2. Each 
mammal has a coronavirus. Mammalian viruses are safe. 
These viruses affected how they spread from animals to 
people. COVID-19, SARS-CoV-2, entered the body through 
the nostrils. Coronavirus spreads through touch, handshakes, 
and face-touching. This makes healthy individuals become 
sick then 80% of people are acquired mild COVID-19, but 
this may change. Symptoms vary. In rare situations, the 5-day 
illness is fatal. At 3 months, SARS-CoV-2 reinfection is 
possible. Omicron grew rapidly after being discovered in 
2021. High-dose vaccines prevent severe disease. COVID-19 
causes fever, chills, and breathlessness. Migraines cause 
headaches, nausea, and odour/taste loss. Rare Symptoms 
Examine COVID-19. Saliva, nose, or throat swabs can be 
used to alter test results. If you have COVID-19 and know 
someone with the virus, evaluate them. COVID-19's side 
effects demand self-isolation. Follow your doctor's test-and-
separation recommendations. If you have a weak immune 
system or a serious disease, stay home. I recommend day 5 
labs. Test availability determines containment length. 
Expiring MMRs must wait 5 days. False-negative COVID-19 
test results may signal that you have the virus, but the test 
missed SARS-CoV-2. fewer mistakes depending on 
prognosis, monoclonal injections may help some COVID-19 
patients. Antifungal or immunotherapeutic drugs aren't 
indicated outside the clinic. Medicines reduce infection risk, 
but not entirely. Even though no vaccination is 100% 
accurate, outbreaks were estimated as SARS-CoV-2 caused 
less damage. COVID-19 should clear up in a week.
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Pneumonia is caused by bacteria in one or both lungs. About 
30 types of pneumonia have various causes. Common ones are 
bacterial, viral and mycoplasma. TB impacts everyone. 
Following training is willing: People 65 and older, with major 
health conditions, and smokers are "seniors." Most of the lung 
disease patients cough crimson, green, and yellow sputum. 
Chills, dyspnea, weakness, and weariness are symptoms. A 
medical record and physical exam identify pneumonia. Blood, 
sputum, and lungs are tested. Like viruses and bacteria, 
antibiotics must help many people in the UK and throughout 
the world get healthy quickly. Most of the viral pneumonia 
recover without medical intervention. A balanced diet, lots of 
fluids, enjoyment, inhalers, suffering, sneezing, and flu 
medications are all remedies. Most kids and teens at risk for 
pneumococcal bacteria should get vaccinated. Most of the 
lung disease patients respond to treatment, but those who don't 
may have complications. You're more critical if you're unwell 
or have a weakened immune system. Risks include acute 
respiratory syndrome, chest irritation, and septicemia. 
Pneumonia strikes anybody, anytime. Children over 2 and 
seniors over 65 are at-risk. Heart surgery, emergency surgery, 
ECMO, viruses, breathing Healthcare examines lungs.

A chest X-ray is an imaging procedure that employs X-rays 
to examine the organs and structures in your chest. It may 
assist your doctor in determining how well your lungs are 
working in certain medical disorders that can create 
abnormalities in the lungs. Certain illnesses can produce 
anatomical changes in the lungs.

This paper is further comprised as follows: section II is 
related work, section III elaborates upon the methodology 
used for the following workflow, Section IV elaborates on the 
model process, Section V shows the proposed work 
observations, section VI explores the future goals and section 
VII deals with the conclusion for better analysis, and 
classification of viral pneumonia, normal and COVID-19 
diseases via CXR images.

II. RELATED WORK

At the end of 2019, China witnessed a COVID-19 pandemic 
[1]. Medical experts investigated the illness's symptoms, 
including fever, cough, myalgia, and weariness. Uncommon 
are permanent diseases. Influenza causes chest discomfort. 
COVID-19 transmits through particles or aerosols when a 
patient coughs, talks, or sneezes. COVID-19 differs. It spreads 
fast and is dangerous when variants breed freaks. Results show 
abnormalities grow in severity. Fast computing advancements 
have resulted in the widespread use of digital image processing 
in medicine, including image segmentation and augmentation.
Medical image processing uses Deep Learning technologies 
like Convolutional Neural Networks [2]. Deep learning models 
improve forecasting, testing, and categorising.

Sohaib Asif et al. [3] aimed to detect COVID-19 pneumonia 
patients digitally using X-ray images. This deep learning model 
identifies COVID-19's special effects, increasing 
categorization. 864 COVID-19, pneumonia, and normal X-
rays. The data was pre-processed and enhanced, even though 
the system was built on massive data. M.Qjidaa et al. [4] 
created a clinical decision-support system to detect COVID-19 

from chest X-rays. Open sources provided COVID-19, 
pneumonia, and normal X-rays. 30% of the three-class 
collection was analysed. Data from two streams were
inappropriately obtained and highly processed.

Khasawneh et al. identified CNN's chest X-rays. The first 
photos were taken at Jordan's King Abdullah University 
Hospital. 63.15 years old. 31-month-old to 96-year-old. 
Clinics destroy. After system training and testing, data stores 
were employed for evaluation. Eventually, CNN, Mobile 
Nets, and VGG-16 models are used. Model's overfitting 
photographs and generalised additional details. Pooled data 
revealed 98.7% detection performance, while maximal 
techniques were somewhat less effective. COVID-19 was 
identified by Haiti et al. [6]. -Ray dataset images are reduced 
to 6400 by 80 x 80. Photo resizing and vectorizing. Reduce 
inequality by using 135 normal and 135 COVID-19-positive 
patient images. COVID-19 includes 135 drug-induced blood 
clots, 135 normal people, and 135 intensive-treatment 
patients. T2-weighted MRIs are diagnostic. 80x80 MRIs. 
1:6400 image vectors X-ray-focused. Categorization 
strategies failed on all three datasets. The prototype compared 
DL and ML algorithms.

Alhwaiti, Y. et.al. [7] recommended deep learning to 
identify coronavirus x-rays. Since COVID-19 was released in 
December 2019, there was no public science dataset. The 
hospitals must share multiple data sources. CNN classifier, 
Google Net, ResNet18, and ResNet50 are pre-trained models. 
Also, grid search. This approach is global. CNN's training 
was changed. ILR, L2 regularisation, momentum, and 
minibatch size are coming. Precision, accuracy, sensitivity, 
and F1-score are estimated. Using various performance 
indicators, the prototype's ability to predict COVID-19 
occurrences from records was objectively evaluated. GS and 
ResNet50 prototypes made breakthroughs. COVID-19 and 
CNN were created by Abiyev et al. Input image processing 
procedures include normal pneumonia and X-ray image 
database analysis, image splitting into training, validation, 
and testing sets, size, feature extraction, and information 
resampling. Comparing the newest responses to the target 
classes yields the error rate. The error function and learning 
algorithm later affect CNN signals. Images are categorised as 
upcoming, scaling down, feature extraction, and picture 
restoration. The intended modelling is a fraction of the 
network model that identifies if X-rays reveal COVID-19, 
pneumonia, or a normal case. The learning algorithm 
refreshes CNN's models.

Umar Ibrahim et al. [9] developed assays for viral chest 
infections and COVID-19. The collection contains 5856 
positive and negative X-rays. 1-5-year-olds with various 
health issues are involved. Training, validation, and testing 
files. The image database is 30% of proposal testing. Training 
the prototype involved 50:50, 60:40, 70:30, 80:20, and 90:10. 
Using an 80/20 training/testing dataset, they analysed split 
ratios. An algorithm trained with 5740 intercepts, 20 epochs, 
and a 0.0001 learning rate. Later, a CNN-based model 
identified viral pneumonia in x-rays. Convolutional layers 
comprise Alex Net. Convolution, max pooling, and 
normalising are CONV layer processes. Two layers are 
joined, and one is SoftMax. In categorization training, 70:30 
worked effectively. 99.84% specificity, 98.59% sensitivity. 
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Elshennawy et al. [10] used chest X-rays for deep-learning 
pneumonia models. Pneumonia Detection offered a chest X-
ray dataset for training and testing. 712*439 to 2338*2025 
pixels are in the image dataset. 6.5% were under 20, 26.4% 
were aged 20-40, and 24.3% were over 60. Next, training and 
validation photos are split 70/30. Photos were randomly 
divided into training and validation. CNN RNN, LDTM, 
ResNet 152v2, Mobile Net v2, and Deep Pneumonia are 
recommended. The recommended concepts were evaluated 
by using accuracy, precision, F1-score, recall, and AUC. 
ResNet152V2 accuracy was 99.22%, 99.43%, and 99.75%.

Shah S. et al. [11] used Convolutional Neural Networks and
Kaggle's photographic resources to identify pneumonia early. 
Researchers used Kaggle to design this approach. Shah S. 
designed and built the system. Each diagnosis is generated 
from a publicly available chest X-ray dataset and public 
dataset. The American College of Radiology made this dataset 
public. These are all grayscale X-rays. No photo is coloured. 
Then, a CNN-based recommendation is made. Cengil E. et al. 
[12] provided a method for detecting COVID-19 as a system 
for deep feature concatenation in classification. This 
procedure detects the illness. Hypothetical occurrence order 
before COVID-19 diagnosis, Pipeline processes normal, 
COVID-19, and pneumonia data sets. Normal data is first then
created a new set of attributes by applying distinct algorithms
to each dataset. Various classification techniques were used to 
classify the components.

Deep-COVID-19 identifies COVID-19 in X-rays [13]. The
COVID-19 X-ray pictures were analysed using six 
commercial convolutional neural networks. Picture analysis 
was possible. These steps were needed to analyse the study 
findings. VGG16, VGG19, and Mobile Nets are dependable, 
according to the trial. B, M., S., and others [14] classified 
pneumonia using chest X-rays and a CNN model. Researchers 
did this with CNNs (CNN). Each file contains 5840 chest x-
ray images. Name for the data set. "Normal" and "pneumonia" 
subfolders are in each folder. The Image Data Generator class 
will change the dataset for training. This increases model 
accuracy. Our method leverages a CNN-like Xception model.

[15] CNN and deep learning were used to identify COVID-
19 in thoracic X-rays. This step came first. CNN's models can 
now discern between classes and categorise data. After 
searching Kaggle, 112 pneumonia images and 112 chest X-ray 
photos were picked for analysis. When determining a person's 
performance, accuracy, precision, memory, and F1 score are 
considered. The final dataset is a composite of two available 
datasets. Deep categorization of COVID-19 radiological 
pictures was researched and suggested by Baseer, A., and 
colleagues [16], who are also advised employing neural 
networks. Researchers developed an innovative method for 
classifying chest X-ray images and made it accessible to the 
public on the internet. Transfer learning is utilised to provide 
an extract from deep neural networks that have been trained 
and kept up to date. This demonstrates the capability of the 
technique. In addition to having a classification accuracy of 
97.36% overall, it has a COVID-19 classification accuracy of 
99.29%.

Guefrechi et al. [17] recommended deep learning to detect 
COVID-19 in chest x-rays. The author employed two datasets: 
one with thousands of normal chest X-ray scans and another 

with 224*224-pixel pictures. Randomize rotation, noise, and 
10-degree horizontal flips. Deep-learning techniques pre-
process X-rays. Resnet50, InceptionV3, and VGG16 score 
97.20, 98.10, and 98.30%. Akter et al. [18] used chest x-rays 
to discover COVID-19. Below may have updated images. 
80:20 test/training split. The dataset uses VGG16, VGG19, 
MobileNetV2, InceptionV3, NFNet, ResNet50, ResNet101, 
Dense Net, EfficientNetB7, Alex Net, and Google Net. 
ResNet101 is 95% correct. MobileNetV2's accuracy is 98%. 
First, they computerised COVID-19 detection in chest X-rays. 
959 X-rays, 250 cases of bacterial and viral pneumonia. 
Dataset-2 covers bacterial and viral pneumonia. Pre-
processing lowered photo sizes so all pretrained models had 
the same resolution. Photos are 1102 to 2280 pixels wide. The 
image has been pre-processed to enhance certain aspects while 
hiding other details. ResNet50, InceptionV3, NASNetMobile, 
and VGG16 are some of the CNN transfer learning models. 
MobileNetv2, one of the usable models, was shown to be 81% 
as accurate as DenseNet121 [19].

III. METHODOLOGY

The goal of this project is to identify several methods for 
quickly identifying a disease from X-ray chest images and 
then to reliably classify the diagnostic images into COVID-
19 or normal, viral pneumonia using multiclass classification.

A deep learning model often entails various workflow 
processes.
a). Data collection
b). Data Pre-processing and Augmentation
c). Select the model.
d). Prepare your model
e). Assess the model.

Finding relevant data and gathering data to be sent as input 
to the network are the first steps in this study. Several image 
processing techniques are used to pre-process the data. Pre-
processing is a technique for performing operations on low-
quality photos to enhance the image quality or to extract 
relevant data from the images, including feature extractions. 
The next stage is to choose a deep learning model that 
operates well and produces cutting-edge outcomes. The most 
crucial stage in the process flow is then training the model, 
where the best model is chosen to train the data and the entire 
evaluation is based on how the model is trained. The training 
model is a dataset used to train the model, which compares 
the input and output data against a sample output and 
modifies the model as needed. This is referred to as "Model 
fitting." The model that has been trained must be evaluated as 
the last stage. In this step, the model will be evaluated using 
the training and validation datasets. The general process 
flowchart for our deep-learning survey is shown in Fig.1.
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Figure 1. Generic Process Flowchart
A. Data Set

In general, the dataset will be collected from kaggle.com
[20] which is under open access, where the dataset consists 
of CXR images along with the 4 classes covid-19, normal,
viral pneumonia and bacterial pneumonia with different 
input shapes like 224*224 pixels and the colour format of
the CXR scan images is grayscale. It has 317 total images, 
317 of which are normal chest X-rays and 317 of which are 
cleaned COVID-19 images organized into the test and 
training directories.

TABLE I.
CHEST X-RAY DATASET

B. Training, Testing

The dataset was divided into 70% training and 30% testing
for each class as shown in table 2.

TABLE II. 
CHEST X-RAY DATASET DISTRIBUTION DURING TRAINING AND TESTING

Training Testing

COVID-19 111 26

Normal 70 20

Viral pneumonia 70 20

C. Data Pre-Processing

The initial steps in the deep learning workflow are to
prepare the raw image data into formatted data. The steps 
present in the image data pre-processing are reading the 
image, resizing the image, removing the noise and making the 

images into a Denoising format. In the case of this proposed 
dataset images had high a resolution but the possible solution 
is to resize images to smaller dimensions to simplify the 
model training process. We have chosen 224 * 224 * 3 as our 
image tensor input to our network input.

D. Data Augmentation
A big dataset is often necessary for DL algorithms to 

overcome issues like overfitting. As a result, algorithms used 
in practical applications face a general obstacle. The task of 
collecting and analysing data can be time-consuming, which 
is why the task of labelling could also require domain experts. 
An augmentation technique is commonly used to expand 
existing datasets. In this study, the considered traditional 
augmentation methods to study how COVID-19, normal and 
pneumonia(viral pneumonia) diseases are detected, which 
have proven effective in numerous studies worldwide. As part 
of these processes, simple image processing changes like 
rotations, noise reduction, or blurring are implemented at the 
pixel level to introduce distortions to images. Our data has 
been subjected to various rotations by various angles, and 
perspectives, as well as affine, shearing, shifting, and 
mirroring procedures that preserve the dimensions of our 
training data.

E. Deep Models Selection, Training and Validation

The various deep learning models had been selected as 
shown in fig 3. The hyper matters that are used during the 
training of the model are shown in table 4.

TABLE III.
THE DEEP LEARNING HYPERPARAMETER

TABLE IV.
4 X 4 CONFUSION MATRIX

Total

COVID-19 137

Normal 90

Viral pneumonia 90

Parameters Values

Batch size 32

Number of Epochs 150

Optimizer Adam

The activation function of the 
last classifier layer

SoftMax

Learning Rate 0.0001

Dropout 0.6

PREDICTED LABELS

ACTUAL
LABELS

TN FN TN

FP TP FP

TN FN TN
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F. Deep Learning Image Classifiers
Using chest X-ray scans, deep-learning image classifiers 

can identify COVID-19, normal, and pneumonia diseases. 
The process of our methodology is depicted in Figure 2 and 
includes 13 different pre-trained CNN models, including the 
VGG16, VGG19, Xception, Densenet121, Densenet169, and 
densenet201.

IV. MODEL PROCESS

In this process, the models developed for one task are used 
as the foundation for another model. The enormous amount 
of computing power and time required to develop neural 
network models for these problems makes using pre-trained 
models a common approach in deep learning for obtaining 
skill jumps on related problems. The model process as shown 
below in fig 2.

Figure 2. Model Process

VGG16: The 16 in VGG16 denotes the fact that there are 
16 layers with weights. This network has roughly 138 million 
parameters, making it a sizable network. It has a faster 
training speed, fewer training samples per time, and higher 
accuracy. If there is not enough data or if the model is too big, 
then it can't get the good accuracy rate needed.

The VGG16 pre-trained CNN model has some experience 
with the data from ImageNet. The VGG16 model receives 
input from images that have a resolution of 224x224x3 pixels. 
Following that is a pooling layer, which brings the height and 
breadth of the image down to 112 x 112 x 64, and then there 
are two convolutional layers, each of which has a size of 224 
224 x 64. After that, the image is cut up into two conv128 
layers, each of which is 112 by 112 by 128 pixels. This is 
followed by a pooling layer, which brings the height and 
width of the image back down to 56 by 56 by 128. The size 

of the image is then decreased to 28x28x256 by using a 
pooling layer, and this is followed by three conv256 layers, 
each of which measures 56x56x256. After that, there are three 
conv512 layers, and each one has a size of 28x28x512 pixels. 
Finally, there is a pooling layer that brings the image down to 
14x14x512 pixels. The next layer is a pooling layer, which 
contains 7x7x521 layers, followed by three conv512 layers, 
each of which contains 14x14x521 levels, and ultimately, two 
dense or fully connected layers, each of which contains 4096, 
4096, and 4096 nodes. The last layer is a dense layer, which 
is also called an output layer as shown in fig 3. It has a 
thousand nodes and can put an image network into one of 
three groups.

Figure 3. VGG16 Architecture

VGG19: A convolutional neural network with 19 layers is 
called VGG-19. It is an image recognition model. This survey
made use of the pre-trained CNN network. In ResNet50V2, a 
modification was made in the propagation formulation of the 
connections between blocks. The deep networks are hard to 
train because of the vanishing gradient problem. The 
complexity of the architecture is more.

The VGG19 network contains two completely connected 
layers with a total of 4096 channels in each, followed by a 
third fully connected layer that predicts three different labels 
using 512, 256, and 128 channels, respectively. When it 
comes to classification, the SoftMax layer is the very last 
fully connected layer that is employed. Convolutional layers 
with 3*3 filters make up the first two layers of this image. 
Because the first two layers each utilise the same 64 filters, 
the total volume of the effect is 224*224*64. This is because 
the convolutions used are the same. Each of the filters always 
consists of a 3 x 3 step. The height and width of the volume 
were then reduced from 224 by 224 by 64 units to 112 by 112 
by 64 units with the use of a pooling layer that had a 
maximum pool size of 2 by 2 and a stride of 2. The subsequent 
two convolutional layers, each of which has 128 filters, are 
identical. The result is a new dimension of 112 x 112 x 128. 
As soon as the pooling layer is utilized, the volume is reduced 
to 56 by 56 by 128. Down sampling brings the size down to 
28*28*256 after the addition of two further convolutional 
layers, each of which has 256 filters. Following that will be 
two further stacks, each one consists of three convolutional 
layers and being separated by a max-pool layer. The last layer 
of pooling, which is a 7*7*512 volume, is flattened to an FC 
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layer, which has a set number of channels and a soft 
maximum output of three classes.

Figure 4. VGG19 Model

Xception: It is an extreme improvisation of Inception that 
serves as a different pre-trained model in many ways. This 
model consists of 3 blocks entry flow, middle flow, and exit 
flow as shown in fig 5. The implication of greater 
computational efficiency is the advantage It is still 
computationally inefficient because of convolutions.

In the xception model, the entry flow consists of the input 
image with a size of 299x299x3, then conv32 followed by 
3x3 and with a stride of 2x2. Then conv64, followed by a 3x3 
size of the convoluted image size. Then it adds three conv of 
1x1 followed by the stride of 2x2. Internally, it consists of 
separable conv128,256,728 and max pooling of 3x3 with a 
stride of 2x2. Then it adds 19x19x728 feature maps. The 
middle flow consists of separable conv728 with a 3x3 
convoluted image size, and the same step repeats 8 times. 
Then later moves to the exit flow by adding the 19x19x728 
feature maps to one conv1x1 followed by the stride of 2x2 
internally consisting of separable conv728,1024 and max 
pooling of 3x3 with a stride of 2x2. Finally, the exit flow is 
separable from 1536 and 2048 with a 3x3 convoluted image 
size. All layers are made up of Relu and global average 
pooling, then 2048 dimensional layers and fully connected 
layers that can be turned on or off.

Figure 5. Xception Blocks

DenseNet121: It is a CNN that connects to the deeper layers 
of the network, with the first layer connecting to the second, 

third, and fourth layers, and the second layer connecting to 
the third, fourth, and fifth layers, etc. Therefore, in this 
survey, this was chosen as the pre-trained model.
they alleviate the vanishing gradient problem, strengthen 
feature propagation, and encourage feature reuse. 
substantially reduce the number of parameters. The class 
imbalance is the major challenge while training the model as 
shown below in fig 6.

The DenseNet121 consists of input with the size of 
224x224x3. The DenseNet-121 has [6,12,24,16] layers in the 
four dense blocks consisting of Conv(7x7,1x1,3x3), with an 
average pooling of stride 2 and maximum pooling of 3x3 and 
global average pooling of 7x7 then finally the fully connected 
layer with SoftMax activation function then finally classifies 
the output.

Figure 6. DenseNet121 Blocks

DenseNet169: The Dense Net -169 model is one of the 
models in the Dense Net family designed for image 
classification. The main variations are in the Dense Net -121 
model's size and accuracy. The Dense Net -169 is larger at 
just over 55MB compared to the Dense Net -121 model's 
roughly 31MB size. The strong gradient flow, High 
parameters and high computational efficiency. Maintains 
low complexity features.

The DenseNet169 pretrained model consists of an input 
image with a size of 224x224x3. Then it consists of the 
convolution layer. In DenseNet-169, it has 3 dense blocks. 
Each dense block has [6, 12, 32, 32] layers. In between each 
block, there is a conv, pooling layers where the pooling layers 
are used to reduce the feature map size. The feature map sizes 
match each block. Finally, it consists of a pooling layer and 
FC as linear. Then it displays the output as depicted in fig 7.

Figure 7. DenseNet169 Architecture

DenseNet201: A convolutional neural network with 201 
layers is called DenseNet-201. A version of the network that 
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has already been trained on more than a million images is 
stored in the ImageNet database. They alleviate the 
vanishing-gradient problem, strengthen feature propagation, 
encourage feature reuse and substantially reduce the number 
of parameters. The disadvantage of the classifier is more 
prone to overfitting.

The pretrained DenseNet201 consists of an input with a 
size of 224x224x3, DenseNet-201 model optimization, where 
the number of hidden layers is 512, 128, 64, 32. In this model, 
each dense block consists of 16 convolutional layers. In batch
normalization, the transition layer is used as a connecter 
between every block. Relu activation function and a SoftMax 
activation function are used as shown in fig 8.

Figure 8. DenseNet201 Blocks

Experimental Setup

To implement the proposed work deep learning techniques 
the following hardware and software support shown below:
Processor: 11th Gen Intel(R) Core (TM) i5-1135G7 @ 
2.40GHz   2.42 GHz, RAM: 8.00 GB, Storage: 476 GB, 
Nvidia GPU. OS: Windows, Python: 3.10.5 version, 
TensorFlow: 2.8.2 version, Open CV2 python: 4.6.0 version, 
other necessary modules.

V. OBSERVATIONS

The proposed models are trained for 150 epochs using the 
Adam optimizer, learning rate and the momentum to 0.0001, 
Loss is employed here as the loss criterion and is used as the 
output of the procedure to correct any existing labels.

The models were trained by using an augmented dataset that 
included images from augmentation and actual images. A 
validation test was then performed to assess its 
generalizability. The training and validation phases of the 
proposed network show good convergence showed in Figure 
16 illustrates the training loss and validation loss distributions 
based on the number of epochs in both phases. The curve 
shows the number of images that were correctly identified 
during validation as shown in fig 9.

Figure 9. Corresponding Accuracy and Loss Curves

In a confusion matrix, the numerical values of test data for 
which the true values are known are used to rate the 
performance of a classification model. Fig.18 shows the 
confusion matrix on the detection dataset. The matrix shows 
the misclassified and correctly classified images. As shown in 
the matrix y-axis represents the true labels and the x-axis 
shows the predicted/detected labels., Class predictions are of 
two types: yes or no. In our example, positive results would 
indicate the presence of a disease, and negative results would 
indicate the absence of the disease.

Further, The evaluated classifiers using the following 
metrics: Accuracy, Precision, Recall, and F1-score metrics as
shown in fig 10.

Accuracy: The accuracy of data classification refers to the 
percentage of correct classifications over total instances.

Precision: For a good classification system, the precision 
should be as high as 1. TP = TP + FP and FP is equal to zero 
when TP = TP + FP which means that precision is 1 when the 
numerator and denominator are equal. Due to the increase in 
FP, the denominator's value becomes larger than the 
numerator's value, and when this happens, precision will 
decrease.

Recall: For a classifier to be effective, the recall should be 
high. A classifier is effective only when both the denominator 
and the numerator match; TP = TP + FN, which also implies 
FN is zero. As FN increases, the numerator increases, and the 
denominator decreases. The recall rate is also referred to as the 
sensitivity rate or true positive rate, and it is calculated in the 
following way:
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F1-Score: This would like ideally for both precision and 
recall to be a weighted sum of ones within a good classifier, 
which also means that FP and FN count for nothing. As a 
consequence, they developed a metric that takes precision as 
well as recall into account. In the F1-score measurement 
system, accuracy and recall are both taken into account, and 
what is defined as follows:

Figure 10. Corresponding Results of The Confusion Matrix

The statistics of accuracy, precision, recognition, F1 score 
and AUC are shown in Table 5 to illustrate the performance 
validation of the different models. Of all the classification 
methods, A classification accuracy of 100% was achieved by
densenet121net, densenet201 had the highest percentage of 
correct classifications (89.66%). The VGG19 highest recall 
score is 80.00%. For general classification purposes, VGG19 
performed best compared to all other methods with an F1 
score of 73.20%. Overall, densenet201's AUC for 
classification is the highest at 97%.

TABLE V.

OVERALL COVID-19 CLASS ACCURACY, PRECISION, RECALL, F1-SCORE,
AND AUC  VALUES FOR COVID-19

Table 6 shows performance validation statistics for various 
models, including accuracy, precision, recall rates, F1 values, 
and area under the curves. Mobilenetv3large achieved the 
highest accuracy of 95.49% among the categorization 
approaches. Densenet121, VGG16, and densenet169

achieved a perfect precision classification rate of 100%. The 
highest rate of correct recall classification (95.50%) was 
achieved by Xception and an unprecedented F1 of 97.72%, 
making it the most effective approach for general 
categorization. Overall, the best AUC for classification is 
achieved by densenet201, and mobile Net, all of which 
achieve a value of 100%.

TABLE VI.
OVERALL NORMAL CLASS ACCURACY, PRECISION, RECALL,

In Table 7, the accuracy, precision, area under the curves, 
F1 values, and recall rates along with the performance 
validation information for a variety of models. The different 
classification strategies of densenet201 achieved the highest 
accuracy of 97.14%. VGG19 classified the precision as 75%. 
Densenet121 was classified with a recall value of 100%. 
VGG19 was found to be the most effective method for broad-
based classification with an F1 score of 78.08%.

TABLE VII.
OVERALL ACCURACY, PRECISION, RECALL, F1-SCORE, AND AUC VALUES

FOR PNEUMONIA (VIRAL PNEUMONIA)

VI. FUTURE SCOPE

The possible future directions for developing this research 
is consisting of multiple models are used and their predictions 
combined, an ensemble approach is employed, which can 
improve results. Image classification and the identification of 

COVID-19

Models Accur

acy

Precisi

on

Recall F1-

score

Accu

racy

VGG16 72.85 46.79 72.86 56.98 87

VGG19 80.00 67.47 80.00 73.20 94

Xception 50.00 82.05 45.71 58.72 94

DenseNet121 1.00 00.00 00.00 00.00 92

DenseNet169 77.14 57.14 22.86 32.65 91

DenseNet201 62.85 89.66 37.14 52.53 97

Normal

Models Accuracy Precision Recall F1-

score

Auc

VGG16 43.24 1.00 43.24 60.38 99

VGG19 82.88 1.00 82.88 90.64 98

Xception 95.49 96.36 95.50 95.93 99

DenseNet121 89.19 1.00 89.19 94.29 99

DenseNet169 87.38 1.00 87.39 93.27 99

DenseNet201 93.69 98.11 93.69 95.85 100

Pneumonia (Viral pneumonia)

Models Accuracy Precision Recall F1-

score

Auc

VGG16 85.71 63.38 85.71 73.17 93

VGG19 81.42 75.00 81.43 78.08 95

Xception 91.42 62.75 91.43 74.42 88

DenseNet121 1.00 46.05 1.00 63.06 97

DenseNet169 95.71 53.17 95.71 68.37 94

DenseNet201 97.14 58.62 97.14 73.12 99
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COVID-19, normal and pneumonia illnesses can be improved 
using various deep learning algorithms, such as Deep CNN 
and hybrid models. The Adam optimizer and other 
optimization methods can be used because they are efficient 
and have low memory traces. Efficient Net is the latest 
version of the Efficient Net family network that was 
developed in 2021. Efficient Net improves accuracy by 
introducing several architectural reforms.

VII. CONCLUSIONS

This study shows that CXR images with a variety of deep 
learning algorithms can be used to sort images into three 
groups: pneumonia (viral pneumonia), normal, and COVID-
19. In the above study, an automated prediction model based 
on CXR scan image processing and classification approaches 
was built to detect and classify COVID -19, normal, and 
pneumonia disease from real-time chest radiographs. Model 
performance and graphs of many other transfer learning 
models were compared. For a deeper CNN model, more 
image data are needed to generalize it effectively. Therefore, 
the dataset was enlarged after pre-processing. The last step 
was to apply transfer learning to known pre-trained models. 
The proposed model and dataset were both perfected through 
several tests. When comparing the VGG, Dense Net, and 
Xception families with different versions of the COVID -19 
image dataset, densenet121 achieved the highest model 
classification accuracy for COVID-19 at 100%, xception of 
the normal class achieved 95.49% and densenet201 achieved 
the highest for the viral pneumonia class is 97.14%.  Doctors 
and researchers use the model for computer-aided diagnosis 
of COVID -19, normal and pneumonia (viral pneumonia) 
including cancer and diabetic retinopathy. The model was 
developed using medical imaging techniques for healthcare 
applications.
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Abstract: As public awareness of environmental issues 
increases, the need to investigate alternative energy sources 
becomes crucial. Numerous alternative energy sources, such as 
nuclear, solar, wind, and biofuels, are well-known worldwide.
Biofuel is a process that generates energy from organic 
materials that can replace fossil fuels. Transesterification, the 
process of animal and vegetable oils into usable fuels, causes a 
substantial amount of energy. This paper analyses the 
mechanical properties of an internal combustion (IC) engine 
operating on conventional diesel and biofuels, including power, 
torque, and efficiency. Biodiesel, among others, is a formidable 
competitor to traditional diesel. It was discovered that biodiesel 
produces a significant amount of energy. In addition, research 
articles have demonstrated that the torque produced by 
biofuels will be distributed as follows: Diesel fuel vs biodiesel vs 
methanol vs pine oil. Biofuel, fossil fuels, trans-esterification, 
and animal and vegetable oils are included in the index.

Index Terms: first term, second term, third term, fourth 
term, fifth term, sixth term

I. INTRODUCTION

Biofuels are considered the best alternative fuel and are 
produced via transesterification [1]. Among others,
vegetable oils,   ethanol, or animal fat are used to make 
biofuel fuels, which are then combined with alcohol to form 
ethyl esters and glycerol [2]. The use of biofuels has resulted 
in a decrease in the consumption of gasoline and diesel. 
These oils have found their applications in the transportation 
system after being blended with diesel or in their pure form 
as crude oil. Numerous studies have demonstrated that using 
biofuels reduces harmful gas emissions such as carbon 
monoxide (CO), unsaturated hydrocarbons (UHC), sulphur 
dioxide (SO2), nitric polycyclic aromatic hydrocarbons 
(NPAHC), and particulate matter (PM) [3]. But even though 
these studies showed that biofuels cut down on harmful gas 
emissions, they have one problem in the same area: Nitrogen 
Oxides (NOx) are observed to be increased in the case of 
biofuels when compared to diesel fuel [4]. Table 1 
summarises the available biofuels. 

The table depicts that biofuels such as pine oil, methanol, 
and biodiesel have very similar properties to diesel in terms 
of kinematic viscosity (mm2/s), calorific value (KJ/kg), 
density (Kg/m3), flash point (0C), and boiling point (0C) [5]. 
Also, it is observed that biodiesel is superior to diesel in 
every way that makes the diesel engine run smoothly [6].

However, when it comes to pine oil, a few areas must be 
improved, such as viscosity. As per the findings [7], if 
viscosity needs to be increased, the temperature properties 
of the fluid may decrease. When the temperature of a diesel 
engine falls below the required temperature, mechanical 

properties reduce. While methanol is deficient in every way, 
it is a renewable resource. Through research and increased 
use of methanol as a fuel, it is possible to improve its 
properties [8]. Because biofuels are renewable, they help to 
reduce our reliance on fossil fuels [9]. This also contributes 
to reducing emissions, making it more environmentally 
friendly [10].

TABLE I.
VARIOUS PROPERTIES OF BIO-FUELS AND DIES

In contrast, they have some disadvantages, such as 
biofuels do not produce as much power as diesel or petrol
[11], and they are not as efficient as diesel and gasoline in 

other alternatives, such as retrofitting vehicles with hybrid 
technology. These alternative modes of transportation are 
efficient but not renewable, whereas biofuels are renewable 
but less efficient than conventional fuels [12]. Although the 
researches on biofuels are still in progress, they are 
considered potential alternative in the face of critical 
environmental condition and to meet future demands of 
sustainable development. 

II. DESIRABLE MECHANICAL PROPERTIES 

The following section discusses the desirable mechanical 
properties of a typical diesel engine: 

A. Torque
B. Speed
C. Dimensions (length, diameter)
D. Power
E. Efficiency

A. Torque
Torque is a twisting force that refers to the engine's 

rotational power and indicates how much of that rotational 
force is available when the engine is exerted. While 
horsepower is expressed as a single number, torque is 
typically expressed in pounds-feet. Calculating the 
magnitude of the torque is practical by first determining the 
lever arm and then multiplying it by the applied force. The 
lever arm is the perpendicular distance between the 
rotational axis and the force's line of action.

terms of thermal efficiency. There are, however, numerous 
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B. Speed
The term "speed" refers to spinning the crankshaft in 

piston engines and rotating compressors, turbines, and 
electric motor rotors, and it is quantified in terms of 
revolutions per minute (RPM).

C. Power
A four-stroke engine is an internal combustion (IC) engine 

in which the piston travels through four distinct strokes as 
the crankshaft is turned. A stroke is a total distance travelled 
by the piston in either direction along the cylinder. 

D Efficiency

Mechanical efficiency is a metric that indicates how 
effectively an automated system works. It is often defined as 
the ratio of the power produced by an automatic system to 
the power given to it, and this efficiency is always less than 
one due to friction.

E Brake Power

An IC engine's braking power equals the power available 
at the crankshaft. This power is typically determined using a 
brake mechanism, the force produced by a machine at the 
output shaft.

F. Indicated Power

It is generated by the gases expanding in the cylinders, 
ignoring any friction, heat losses, or entropy inside the 
system. The force produced by an engine cylinder is 
calculated using an indication diagram and some primary
engine data.

G. Actual Mean Effective Pressure

The mean adequate pressure is a parameter associated with 
the functioning of a reciprocating engine. It is a valuable 
indicator of an engine's ability to do work independently of 
its displacement.

H. Brake Mean Effective Pressure

The brake means adequate pressure (BMEP) is derived 
from the dynamometer power (Torque). This is the engine's 
actual output at the crankshaft.

I. Engine Dimensions (Bore & Stroke)

The bore of the cylinder is the diameter, while the stroke is 
the distance travelled by the piston from the top dead centre 
(TDC) to the bottom dead centre (BDC). The stroke used to 
be larger than the bore in older engines, but the trend in 
recent years has been toward a shorter piston stroke. The 
faster the piston stroke, the less power is lost through 
friction. Additionally, the bearings' inertia and centrifugal 
load are decreased. The square engine, the most advanced 
technology available, has an equal bore and stroke. 

III. EXPERIMENTATION

Transesterification is used in the experiment. Any 
vegetable oil and alcohols are used in the transesterification 
process, transforming mixed reactions into ethyl esters and 
glycerol. Transesterification is described scientifically as a 

chemical reaction in which one-mole triglycerides (the 
scientific term for vegetable oils or animal fats) interact with 
three moles of alcohol to form three moles of alkyl esters or 
ethyl esters and one-mole glycerol. Glycerol is a by-product 
or a co-product of a chemical reaction. In this instance, the 
reactants react in the presence of a catalyst, primarily 
potassium hydroxide and sodium hydroxide. Triglyceride is 
a term that refers to a molecule composed of three fatty 
acids linked to a glycerol backbone. Each molecule's three 
fatty acids functioning as triglycerides may be identical or 
distinct. The fatty acid compositions of the oil or fat 
contribute to many of the resulting biofuels' characteristics. 
Transesterification begins rapidly and gradually slows down 
until it approaches equilibrium. At this stage, some 
unreacted glycerides remain unchanged in the biofuel. It is 
possible to enhance the quality by removing the settled 
glycerides and running another reaction, thus shifting the 
equilibrium point closer to the products. This is the scientific 
process by which the reactants create the intended outcome,
which in this case, is biofuel.

The apparatus required for the experiment are:
i. Pine oil, methanol, and Bio-diesel act as the 

triglycerides in this process. The mentioned bio-
fuel individually consists of 3 fatty acids

ii. Ethanol acts as the alcohol, 
iii. Two flasks containing 125 ml and 250 ml, all with 

stoppers, (iv) A 250 ml separatory funnel, 
iv. A stirring hot plate,
v. Magnetic Stir bar

vi. Thermometer, 
vii. Aluminium foil,

viii. A weighing scale, 
ix. Potassium Hydroxide,
x. A 4-stroke single-cylinder diesel engine.

3.1. Pine Oil

The process of making biofuels from pine oil is as 
follows:
a) Firstly, weigh 1 gram of potassium hydroxide into a 125 

ml flask. Into the same flask, add 20 ml of ethanol.
b) Add a stir bar and cover the flask with aluminium foil. 

Place the flask on a stirring hot plate.
c) Continue the process until potassium hydroxide is 

completely dissolved.
d) Now, add 80 ml of pine oil to a 250 ml flask. Add a 

magnetic stir bar and put the flask on a stirring hot 
plate.

e) Start heating the oil to around 600 C, which the 
thermometer can measure.

f) Once the temperature reaches 600C, add the alcoholic-
catalyst mixture to the oil in the flask. Cover the flask 
with aluminium foil to keep the alcohol vapours from 
escaping.

g) Stir the mixture at a moderate speed for up to 60 
minutes while maintaining the temperature at 600C.

h) After 60 minutes, stop heating and stir the mixture in 
the flask. Now, transfer the mixture into a 250 ml 
separatory funnel and allow it to cool for about 20-30 
minutes.
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i) After the cooling process, the glycerol and biofuel will 
be separated. The top end of the flask will be bio-fuel, 
and the bottom end will be glycerol. Due to their 
weight, they are separated at their respective places.

j) Finally, take the glycerol present in the funnel, and thus 
100% of bio-fuel is obtained.

3.2. Methanol

The process of making biofuels from methanol is as 
follows:

a) Firstly, weigh 1 gram of potassium hydroxide into a 125 
ml flask. Into the same flask, add 20 ml of ethanol.

b) Add a stir bar and cover the flask with aluminium foil. 
Place the flask on a stirring hot plate.

c) Continue the process until potassium hydroxide is 
completely dissolved.

d) Now, add 80 ml of methanol to a 250 ml flask. Add a 
magnetic stir bar and put the flask on a stirring hot 
plate.

e) Start heating the oil to around 600 C, which the 
thermometer can measure.

f) Once the temperature reaches 600C, add the alcoholic-
catalyst mixture to the oil in the flask. Cover the flask 
with aluminium foil to keep the alcohol vapours from 
escaping.

g) Stir the mixture at a moderate speed for up to 60 
minutes while maintaining the temperature at 600C.

h) After 60 minutes, stop heating and stir the mixture in 
the flask. Now, transfer the mixture into a 250 ml 
separatory funnel and allow it to cool for about 20-30 
minutes.

i) After the cooling process, the glycerol and biofuel will 
be separated. The top end of the flask will be bio-fuel, 
and the bottom end will be glycerol. Due to their 
weight, they are separated at their respective places.

j) Finally, take the glycerol present in the funnel, and thus 
100% of bio-fuel is obtained.

3.3. Vegetable Oil (Bio-Diesel)

The process of making biofuels from Vegetable oil is as 
follows:
a) Firstly, weigh 1 gram of potassium hydroxide into a 125 

ml flask. Into the same flask, add 20 ml of ethanol.
b) Add a stir bar and cover the flask with aluminium foil. 

Place the flask on a stirring hot plate.
c) Continue the process until potassium hydroxide is 

completely dissolved.
d) Now, add 80 ml of Vegetable oil to a 250 ml flask. Add 

a magnetic stir bar and put the flask on a stirring hot 
plate.

e) Start heating the oil to around 600 C, which the 
thermometer can measure.

f) Once the temperature reaches 600C, add the alcoholic-
catalyst mixture to the oil in the flask. Cover the flask 
with aluminium foil to keep the alcohol vapours from 
escaping.

g) Stir the mixture at a moderate speed for up to 60 
minutes while maintaining the temperature at 600C.

h) After 60 minutes, stop heating and stir the mixture in 
the flask. Now, transfer the mixture into a 250 ml 
separatory funnel and allow it to cool for about 20-30 
minutes.

i) After the cooling process, the glycerol and biofuel will 
be separated. The top end of the flask will be bio-fuel, 
and the bottom end will be glycerol. Due to their 
weight, they are separated at their respective places.

j) Finally, take the glycerol present in the funnel, and thus 
100% of bio-fuel is obtained.

3.4. Engine Performance

Purified biofuel is then utilised to evaluate the engine's 
performance characteristics in a four-stroke single-cylinder 
diesel engine [13]. As we all know, a four-stroke engine is a 
kind of internal combustion engine in which the piston 
completes four distinct strokes as the crankshaft is turned. 
Suction, Compression, Expansion, and Exhaust are the four 
different strokes. The piston's stroke changes from TDC to 
BDC during the suction stroke. The cylinder's valve opens 
to allow the air-fuel combination to enter the engine.

Usually, the piston travels from BDC to TDC during a 
compression stroke, compressing the air-fuel mixture and 
initiating the ignition. Diesel has a higher flash point than 
biodiesel, which results in a shorter ignition delay during the
compression stroke [14]. The crankshaft has now completed 
a complete 360-degree rotation. While the piston is at TDC, 
a spark plug or the heat produced by high compression 
ignites the compressed air-fuel combination, forcing the 
piston back to BDC [15]. This stroke causes the engine to 
generate mechanical work to spin the crankshaft. The piston 
travels from BDC to TDC during the exhaust stroke [16]. 
While the exhaust valve is open, the piston returns from 
BDC to TDC. During this stroke, the exhaust valve 
discharges the lean air-fuel mixture [17]. We get the 
necessary data throughout this period, such as engine speed, 
engine torque, and actual, and brake mean effective 
pressures.

IV. RESULTS AND DISCUSSION

A. Diesel

Figure 1 illustrates the performance characteristics of an 
IC engine in terms of Power, Torque, and Efficiency [18, 19, 
20,23]. 
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Figure 1. Performance characteristics of an IC engine like Power, Torque 
& Efficiency using diesel
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As many academics have studied and shown that diesel 
provides superior performance to all other fuels, we 
obtained the same level of performance via testing. While 
the mechanical characteristics of diesel in a diesel engine are 
a benefit, there are a few drawbacks. The emission 
characteristics of diesel in a diesel engine continue to be a 
source of contention. There are two reasons to be looking
for biofuels [21]. They are renewable energy sources and 
greenhouse gas emissions. Though diesel produces 33% 
fewer pollutants than gasoline, it is a factor to consider when 
attempting to reduce emissions. Carbon Monoxide (CO), 
Unsaturated Hydrocarbons (UHC), Sulphur Dioxide (SO2), 
Nitric Polycyclic Aromatic Hydrocarbons (NPAHC), and 
Particulate matter (PM) are some of the pollutants released.

B. Pine Oil

The chart below, i.e., figure 2, illustrates the performance 
characteristics of an internal combustion engine (IC) in 
terms of Power, Torque, and Efficiency [20, 22, 23] while 
utilising Pine oil.
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Figure 2. Performance characteristics of an IC engine like Power, 
Torque & Efficiency using Pine Oil

Through extensive study and testing, it has been 
determined that pine oil performs somewhat less well than 
diesel but produces fewer pollutants. B5 is utilised in these 
biofuels (5 percent pine oil and 95 percent Diesel). Initially, 
the emission rate for pine oil is likewise very high, although 
less so than diesel, but the emission rate progressively 
lowers. Carbon Monoxide (CO), Unsaturated Hydrocarbons 
(UHC), Sulphur Dioxide (SO2), Nitric Polycyclic Aromatic 
Hydrocarbons (NPAHC), and Particulate matter (PM) were 
all released in much lower amounts.

Further study and testing on different compositions such 
as B10-B100 (10% pine oil & 90% diesel 100% pine oil) 
may enhance the performance characteristics and get them 
closer to those of diesel. When compared to diesel, pine oil 
consumes more fuel. Because pine oil is renewable, this is 
not an issue in these instances.

C. Methanol

Figure 3 illustrates the performance characteristics of an 
internal combustion engine (IC) in terms of Power, Torque, 
and Efficiency [23, 24]. It was determined through extensive 
study and testing that methanol's mechanical performance 
characteristics are nowhere near those of diesel or the next 
biofuel. Carbon Monoxide (CO), unsaturated hydrocarbons 
(UHC), sulphur dioxide (SO2), nitric polycyclic aromatic 
hydrocarbons (NPAHC), nitrogen oxides (NOx), and 

particulate matter (PM) emissions are very low in 
comparison to other biofuels or diesel.
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Figure 3. Performance characteristics of an IC engine like Power, 
Torque & Efficiency using methanol

The emissions are much lower than with biodiesel. 
Methanol has an extremely high fuel consumption due 
to its low viscosity, calorific value, flash point, boiling 
temperature, and density. Essentially, all characteristics 
necessary for a vehicle to operate normally are fuel 
economy and mechanical performance. Methanol has 
the same chemical makeup as pine oil B5 (5 percent 
methanol & 95 percent Diesel).

D. Bio-Diesel

The chart below, i.e., figure 4, demonstrates the 
performance characteristics of an internal combustion 
engine (IC) utilising biodiesel in terms of Power, Torque, 
and Efficiency [5, 6, 11, 20, 23].
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Figure 4. Performance characteristics of an IC engine like Power, Torque & 
Efficiency using Bio-Diesel

Following extensive study and testing, it was determined 
that the mechanical performance characteristics of bio-diesel 
are equivalent to those of conventional diesel. Additionally, 
the emission characteristics of biodiesel are improved. 
Carbon Monoxide (CO), unsaturated hydrocarbons (UHC), 
sulphur dioxide (SO2), nitric polycyclic aromatic 
hydrocarbons (NPAHC), and particulate matter (PM) 
emissions are very low in comparison to other biofuels or 
diesel. Except for Nitrogen Oxides (NOx), which are 
somewhat increased due to their more unique flash point, 
which results in a much quicker combustion process. The 
higher the rate of combustion, the greater the NOx emissions 
since there is no additional combustion within. When 
compared to conventional diesel, biodiesel consumes more 
fuel.

P-ISSN 2277 3916                                                                                                   DOI: 10.32377/cvrjst232

CVR College of Engineering 123



E. Power

Figure 5 illustrates the performance characteristics of an 
internal combustion engine (IC engine), such as power [25],
while utilising Pine oil, methanol, and Bio-Diesel.
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Figure  5. Analysis of Performance characteristics of an IC engine like 
power using Pine oil, Bio-Diesel & Methanol

The study of these three fuels is based on the 
measurements taken during the testing and the conversion of 
the measured values to their corresponding formulas. The 
engine's torque and speed determine the performance of 
power. Pine oil, methanol, and biodiesel have performed 
better in testing than in the study. According to a few study 
articles, fuel produced from pine oil cannot surpass 8KW, 
methanol cannot exceed 5KW, biodiesel cannot exceed 
10KW, and all other biofuels exceed theoretical limits. As a 
result, the following sequence applies to biofuels: 
Biodiesel>Pine oil>Methanol. When the composition is just 
B5, this power value is obtained. By increasing the design, 
the performance is improved further, and it may be used as a 
substitute fuel.

F. Torque

The chart below, i.e., figure 6, illustrates the performance 
parameters of an internal combustion engine (IC), such as 
torque [25], while utilising Pine oil, methanol, and Bio-
Diesel. The study of these three fuels is based on data taken 
during testing with a dynamometer to determine the torque 
at the specified speed [26].
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Figure 6. Analysis of Performance characteristics of an IC engine like 
torque using Pine oil, Bio-Diesel & Methanol

Pine oil, methanol, and bio-diesel perform better in 
testing. According to a few study articles, the fuel produced
from pine oil cannot exceed 70Nm, methanol cannot exceed 
50Nm, biodiesel cannot exceed 80Nm, and all of the bio-
fuels surpassed the theoretical limits. As a result, the 
following sequence applies to biofuels: Biodiesel>Pine 
oil>Methanol. When the composition is just B5, this power 
value is obtained. By increasing the design, the performance 
is improved further, and it may be used as a substitute fuel.

G. Efficiency
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Figure 7. Analysis of Performance characteristics of an IC engine like
efficiency using Pine oil, Methanol & Bio-Diesel

The above chart, i.e., figure 7, illustrates the performance 
characteristics of an internal combustion engine, such as its 
efficiency while running on pine oil, methanol, or biodiesel. 
The study of these three fuels is based on the measurements 
taken during the testing and the conversion of the measured 
values to their corresponding formulas. Efficiency 
performance depends on the engine's brake and indicated 
power [27]. Brake and implied control are proportional to
break and mean adequate pressure. Pine oil, methanol, and 
biodiesel have performed better in testing than in the study. 
According to a few study articles, the fuel produced from 
pine oil cannot surpass 50%, methanol cannot exceed 30%, 
bio-diesel cannot exceed 70%, and all other bio-fuels exceed 
the theoretical limits. As a result, the following sequence 
applies to biofuels: Biodiesel>Pine oil>Methanol. When the 
composition is just B5, this power value is obtained. By 
increasing the document, the performance is improved 
further, and it may be used as a substitute fuel.

V. CONCLUSIONS

All fuels are compared to conventional diesel, and 
biodiesel, among others, is found to be a close rival. The 
amount of power produced by biodiesel is highly significant. 
Torque comparisons revealed similar findings, with 
biodiesel providing the highest torque, followed by pine oil 
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and methanol. Initially, in literature was seen that the power 
produced by all biofuels would be much less than diesel.
Additionally, it has been shown in study articles that the 
torque produced by biofuels will be in the following 
sequence: Diesel fuel vs biodiesel vs methanol vs pine oil. 

However, it was discovered via testing and research 
that the sequence is conventional diesel > biodiesel > pine 
oil > methanol. We obtained the power value by noting the 
gained torque value and putting it into the appropriate power 
equations. As a result, the Power order is identical to that of 
Torque: Diesel fuel > Biodiesel fuel > Pine oil > Methanol. 
We get the efficiency value by determining the IMEP and 
BMEP values of the fuel in the engine and inserting them 
into their corresponding formulas, i.e., indicated power and 
brake power. Efficiency is prioritised: Diesel fuel > 
Biodiesel fuel > Pine oil > Methanol. The primary drawback 
of utilising biodiesel is its slow start-up time. The following 
is a ranking of biofuels: Power, Torque, and Efficiency: 
Methanol > Biodiesel > Pine oil.

The primary goal of this project was to highlight the need 
for alternative fuel(s) as demand continues to grow. The 
primary issue with alternative fuels is their performance 
compared to conventional fuels such as diesel, gasoline, and 
so on. The performance and emissions of alternative 
biofuels in internal combustion engines are measured and 
analysed in this research. Another issue with biofuel(s) is 
carbon monoxide, carbon dioxide, hydrocarbon, and 
nitrogen oxide emissions. Despite their relatively high 
performance, biofuels are assessed for their environmental 
effect. Carbon monoxide and carbon dioxide emissions are 
low in biofuels; however, NOx emissions vary depending on 
the alternative.

In comparison to traditional fuels, biofuels and mixes 
produce less smoke. The study identified key variables 
affecting the future of combustion engine fuels. Natural 
availability, environmental effect, economic feasibility, and 
mass manufacturing are all variables to consider. Biofuels 
are both economically effective and environmentally 
beneficial. It is strongly suggested that pentanol be utilised 
directly in the CI engine without modification. Pentanol, 
methanol, neem-oil biofuel, 15% di-ethyl ester mix, jatropha 
biofuel blend, and vegetable oils are all recommended 
biofuels for optimal performance and decreased emissions. 
Numerous studies have shown that increasing the bio-diesel 
percentage in blends improves performance while lowering 
emissions. Certain compounds have been shown to reduce 
hazardous emissions substantially. Metal-based additives 
such as copper (II) oxide result in a modest performance
boost.
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Abstract: Product design is the most important and invaluable 
factor to determine success of a product. Its role changes 
consistently throughout the life cycle of a product. It is well 
known that the ultimate design of a product is dependent on 
various influencing factors right from material and process 
selection to the end use as well as re-use of the product. These 
factors put challenges in front of designers and manufacturers 
of consumer goods. Judicious utilization of material and other 
resources along with optimized profit are the constraints to 
control. It is achievable only if the design concepts and the 
manufacturing experience is used in the correct combination. 
This article aims at illustrating a new product development 
process for a plastic part and analyzing it on the parameters of 
few process constraints related to its manufacturing process viz. 
gate location. The product considered for the study is clothe peg, 
which is individually made up of plastic, unlike existing similar 
products made in combination of plastic and metal parts. This 
part is analyzed by considering its manufacturing by injection 
molding process. A model mold was also prepared for validation 
of the research findings.  

Index Terms: product design, injection molding, gate location, 
distortion, parting line, shrinkage.

I. INTRODUCTION  

Plastic is an engineering material with multiple engineering 
applications and advantages. The reusable grades of plastics 
become soft when they are heated. By applying pressure, they 
change shape at this softness to come to a usable form. This 
is the basic principle behind the processing of plastic. 
Injection molding process is one of the processes of 
processing thermoplastics with which 80% of the plastic 
products are manufactured. The process utilizes a plastic 
injection machine along with a permanent mold. The machine 
plasticizes the polymer granules by heating them and 
pressurizes them to fill the mold. The mold consists of cavity 
as the shape of the required product along with flow path to 
fill the cavity. The mold additionally consists of provision of 
cooling the injected polymer in its cavities. These cooling 
channels help in fast solidification and improve  cycle time 
of the process. The process seems simple and controlled, but 
uncontrolled process parameters lead to defects in part 
produced, wastage of material, cost, and time in injection 
molding process. injection pressure, injection temperature, 
mold temperature etc. along with the processing material 
properties, are some process parameters which must be 
analyzed properly to ensure defect free components obtained 
by injection molding process. Not just process parameters but 
process planning also plays a great role in successful 

production of a product. At macro level process planning 
controls resource utilization to increase profit margin but 
micro level process planning controls all the steps with which 
overall efficiency of production can be maintained. One such 
tool is the injection molding die (mold) which is used in the 
injection molding process. Design of this mold is one of the 
crucial parts of the entire production process. A properly 
designed mold will be easy to manufacture and easy to 
operate. It will have least possible inserts or other parts so that 
it can last long with negligible maintenance. We must 
understand that such molds are made to improve the 
production efficiency and productivity while their cost must 
be kept as low as possible. Design of such mold will be based 
on the part which it has to shape, and its observation done by 
the mold designer. A designer must analyze the part, to make 
a durable mold at optimum cost and can shape defect-free 
products. Analyzing the product and modifying it for ease of 
its manufacturing is part of product design. Providing 
adequate fillet on corners and draft on vertical faces are few 
attributes of the product design process for injection molding. 
Out of many design constraints in a mold design, the gate 
location has its own importance. Gate is the last element of 
the flow path of a mold. It connects runner with mold cavity 
and through the gate only material enters the mold cavity. 
They are with the least cross-section compared to other 
elements of the flow path so that back flow of material can be 
prevented, and directional solidification can be ensured. 
There are many types of gates in mold making practice. They 
are used as per specific need. Edge gate with circular cross-
section is more frequently used for ease of cutting. They leave 
a mark on the product. Thus, their position and type are 
considered specifically as per the use of the product. 

The product considered in this work is clothes peg. It is not 
the same conventional clothe peg used for gripping the 
clothes on a rope while the clothes are getting dried. It is a 
new product to serve the same purpose, but it is different in 
shape, elements and appearance compared with the 
conventional cloth pegs. The existing pegs are mainly made
of plastic, and they implement metal spring to serve their 

-parallel 
characteristics of metal parts and plastic parts. This work aims 
at making the entire peg from a single piece of plastic. This 
work innovatively utilizes shrinkage occurring in a plastic 
part blended with shape transformation to replace metal 
spring from a plastic clothe peg. The design of the proposed
clothe peg is influenced with the existing clothes peg but it is 
new of its kind. It is considered as new product development 
because the steps involved for a new product development 
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process are followed [1]. From past research it is evident that 
there are seven most shouted steps in new product 
development. Many researchers utilize twelve steps of new 
product development. Thus, it is evident that as per the 
product complicacy and application, few of the stages can be 
obsolete or combined. 

The article is structured in the following sections: Section 
II explains the product design process by considering stages 
of the new product development process in background. 
Section III explains process simulation by considering 
material and process parameter selection. Section IV is about 
die trials and Section V is the conclusion of this research 
work. 

II. PRODUCT DESIGN

There are seven main steps in the new product development 
process. They are, idea discovery, idea screening, content 
development and test, business analysis, development of mix 
between product and marketing, market test and product 
launch. This work discovered the idea based on the drawback
of existing clothe peg. Over a period of use, plastic degrades 
while the metal spring remains stronger in the existing clothes 
pegs. Further use of such pegs leads to fracture of plastic part 
against metal spring and the part can no longer be used. Thus, 
there was a need for a durable peg. The idea screening is 
important and challenging at the same time. In this step there 
is a need to analyze the need or problem statement deeply. 
Here it is observable that durability issues are coming into 
picture due to incompatible combinations between metal and 
plastic parts. Metal spring was needed for stiffness and plastic 
part is needed due to its own advantages. In order to enhance 
durability, thicker plastic parts cannot be used as that will 
affect the cost of the product. Thus, durability can be aimed 
by plastic part alone which will limit product cost also [2]. 
But obtaining stiffness like a metal spring was another hurdle. 
Under content development, this work decides to utilize 
camber curve profile as solution for stiffness in plastic parts.
The designed peg is shown in Fig. 1. Once molded as in 
figure, it will shrink in negative camber form. The gap 
between elongated parts will compress the cloth and rope 
together. Circular recess in the camber region is for receiving 
the diameter of hanging wire or rope.

Figure 1. New Cloth Peg Solid Model

The finalized cross-section was T-section. Apart from these 
other feasible sections can be I and trapezoidal. Solid 
trapezoidal section cannot be a good choice as it will lead to 
a lot of shrinkage and thereby distortion of the molded 

product. Symmetric I-section cannot serve the purpose of 
cambering due to its symmetry. Modified I-section can be 
considered as alternate of trapezoidal section. But as per the 
application of the product we need high tensile stress on the 
outer surface and high compressive stress at the inner surface. 
It can be managed by varying material accumulation on inner 
and outer surfaces. Modified I-section will decrease intensity 
of compressive stress on the inner surface. This can be 
justified from calculation by considering the camber region 
as a curved beam or by stress analysis using convenient 
software. Stress analysis for T-section is shown in Fig. 2. 

Figure 2. Equivalent Stress (L) and Total Deformation (R)

In Fig. 2, the left side image represents equivalent stress 
analysis while the right side image represents total 
deformation analysis performed by ANSYS R17.2. The
maximum load implemented was 16.38 KN. This is the 
amount of load required to stretch a conventional clothe peg. 
This load value is obtained by experiment performed on a 
conventional clothe peg. It is observable from Fig. 2 that 
maximum stress was acting at circular recess and its 
magnitude is 33.89 MPa. Maximum deformation observed
was nearly 3 mm at the free end. Both the values are in the 
agreement of design as it is not taking the part to ultimate 
failure against applied load and major volume of part material 
is receiving minimum stress as indicated in blue color. This 
can be considered as justification for another phase of product 
development process, content development and test. Hence, 
we can observe that the provided solution is an alternative to 
existing clothe pegs. It has an additional advantage for 
business analysis point of view over the conventional pegs. It 
can be observed that the existing pegs are made of minimum 
three number of parts ie. Two plastic parts and one metal 
spring. While the provided solution is constituted in a single 
piece. This adds direct benefit for business point of view. We 
know that for making more parts more time requirement will 
be there as well as to process plastic and metal parts separate 
machinery and equipment will be needed. Thus, it can be 
qualitatively estimated that the provided design solution can 
be developed in less investment as compared with the 
conventional pegs. Further, development of mix between 
product and marketing, market test and product launch are 
beyond the scope of this work as this work is dedicated to the 
initial phase of product development. The remaining phases 
are based on pushing the product in the market, getting 
feedback, and further analyzing the outcomes with different 
tools. Hence that broader scope of work is not included in this 
research work. The proposed peg was developed by 
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considering its manufacturing by injection molding process, 
thus all the design considerations for the design was 
considered accordingly. Not just the strength criteria but 
application and appearance also were considered while 
finalizing the design. At the free end of the peg fillet is 
provided for the smooth engagement of peg against rope. Flat 
surfaces are mostly dominating and additionally curvatures 
are not added to keep machining cost of the mold on the lower 
side. The web and flange regions are given with different 
thickness to avoid thick mass accumulation and thereby 
distortion and shrinking during the molding process. The 
drawing of the proposed cloth peg is shown in Fig. 3. 

Figure 3. Drawing of New Cloth Peg (All dimensions are in mm)

III. PROCESS SIMULATION

This section will attempt to justify that the designed part is 
manufacturable. Suitable material selection, proper control 
on process parameters and process constraints will contribute 
to process simulation of the part. The same will be evaluated 
from the trial after manufacturing of the die. 

A. Material Selection
The conventionally available cloth pegs are available in 

metal, wood and combination of plastic and metal. But this 
work aimed at making peg from plastic. There are a wide 
range of plastic materials suitable for the purpose, but this 
work proceeded with Polypropylene (PP) due to its own 
advantages.

TABLE I. 
MATERIAL SPECIFICATION

POLYPROPYLENE (PP)

Density 946 kg/m³
Melting Point 160 °C
Formula (C3H6)n

Type  Thermoplastic
Flexural Strength 40 N/mm²
Shrinkage 1-2.5% mm/mm
Tensile Strength 32 N/mm²
Injection Temperature 32-36 °C
Heat Deflection Temperature 100 °C
Specific Gravity 0.91

Few of the properties of PP are enlisted in Table I. Adequate 
flexural strength with low rate of shrinkage, compared with 
other thermoplastics makes PP suitable for this application. 
Additionally, PP has the least per unit cost among all 
polymers after polyethylene.

B. Process Parameter Selection
Selection of adequate process parameters is a very

important phase of process design. Adequate injection 
pressure, shot volume, heating capacity of machine etc. are 
few important factors before starting the manufacturing 
activity [3]. As this work decided to make a model die for the 
trial of the part, a suitable machine was identified with 
adequate capacity for manufacturing of the part. Table II 
represents machine specifications of semi-automatic injection 
molding machines available for the trial.

TABLE II.
MACHINE SPECIFICATION

(TEXPLASST 1HD, MP LAB, CVRCE)

Shot Capacity  2 45 gms / shot 
Plunger Diameter 25 mm
Stroke Lenght 450mm
Clamping Capacity 6.0 Tons
Injection Pressure 80 kg/cm2

Heating Capacity 1.5 kw
Total Installed Power 3.7 kw
Total Shut Height 100 - 450mm

Apart from these process parameters few other aspects are 
also important to consider. One such aspect is the gate
position of the part in the mold. By definition gate position is 
the part of flow path through which material enters into the 
mold cavity in the shaping process. But the decision of gating 
position is influenced by many factors. An inadequate gate 
position may lead to complicated and difficult to manufacture
dies. Various defects may also appear in the components due 
to improper gating position. Gates are usually arranged along 
a parting line. But this decision mainly depends on the 
thickness of the part. The proposed part can have two 
convincing gate positions and the same is indicated in Fig. 4.  
Parting plane is indicated in red color in Fig. 4. It is passing 
through half of the thickness of the part. Probable gate 
position 1 (GP1) is indicated with a dark red arrow while 
probable gate position 2 (GP2) is indicated with purple color 
arrow. Both the positions have their own advantages and 
limitations. GP1 has the advantage that it is at an axis of 
symmetry, but die will be bigger while if GP2 is preferred,
die size will be smaller and cost saving is possible but part 
quality is to be evaluated. This work further compared 
outcomes of each gate position through simulation. 

Figure 4. Probable Gate Positions and Parting Plane
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C.  Simulation Results
Molded part quality is important to be observed before 

going for die manufacturing [4]. Thus, this work analyzes part 
quality for both the gate positions. Autodesk Mold Flow 
Adviser 2019 is utilized for this purpose. Such tools are 
conveniently utilized in manufacturing industries. It helps in 
a lot of time and cost saving in product design and 
development process. Fig. 5 represents confidence of filling 
the cavity, under common filling pressure. It can be seen that 
if filling is done from GP1, 100% high chance of filling is 
predicted while that of GP2 is 71%. The reason behind this 
result is that from GP1 feeding is uniform in both the arms 
while filling from GP2 one arm is getting filled easily and 
another arm fills later by residual pressure.

Figure 5. Confidence of Fill Results, GP1 (L), GP2(R)

Further quality prediction tests indicate 84.6% high quality 
for GP1 while it is coming 50.4% high for GP2. This analysis 
is done for analyzing the quality of molded part [5]. This 
analysis is shown in Fig. 6. 

Figure 6. Quality Prediction Results, GP1 (L), GP2(R)

In the similar manner the analysis for fill time indicates that 
it is taking 4 seconds for filling of the mold cavity from GP1 
while it is taking 12 seconds to fill from GP2 under the same 
amount of pressure. Fig. 7 is representing the filling of the 
cavity at 3 seconds. The reason behind quick filling from GP1 
can be splitting of stream in camber region and filling of both 
arms simultaneously while in case of GP2 flow stream diverts 
to fill one arm first and back pressure causes proper filling of 
second arm. In general practice longer fill time affects overall 

cycle time of the part molding. Usually keeping small cycle 
time is desirable for any manufacturing process. 

Figure 7. Fill Results in 3 Seconds, GP1 (L), GP2 (R)

Further this work analyzes the cooling quality of the parts. 
This analysis predicts the way heat will be liberated from the 
hot part naturally and flow towards outer boundaries of the 
mold [6]. Fig. 8 represents cooling quality results for both the 
filling situations. We can clearly observe that the cooling 
quality is 94.8% high for GP2 filling while it is only 54.3% 
high for GP1 filling. This is an advantage for GP2 filling 
which is quite in agreement with previous results. As the 
cavity is filling with back pressure and taking much time to 
fill the mold cavity, it is getting cooler at a higher rate than in 
GP1 filling.  

Figure 8. Cooling Quality Results, GP1 (L), GP2 (R)

From all these results it was observed that though there are 
some advantages with GP2, GP1 is more beneficial in order 
to obtain good quality components. Cooling quality can be 
improved in GP1 filling by providing suitable cooling 
channels. Thus, the work proceeded with GP1 filling.

IV. DIE TRIAL

Based on the consideration in the product design section 
and outcomes of the simulation, a sample die was machined. 
Gate position 1 was provided. From the opposite direction of 
the gate position, vents were provided to ensure proper filling 
of the mold and no air entrapment into the mold cavity. The 
machined cope half and drag half of a model mold is shown 
in Fig. 9. The same is representing all the elements of flow 
path including air vents. This mold was aligned at a semi 
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automatic injection molding machine, specifications of which 
are mentioned in Table II. Trial was taken after opening one
half of the mold, part obtained after 1st trial is shown in Fig. 
10.the output was as per the simulation results.

Figure 9. Cope and Drag Half of Model Mold

Figure 10. First Trail (Drag Half Removed)

Parts after trial were observed for camber due to shrinkage 
behavior. It was expected and the same was discussed in the 
product design section. Fig 11 indicates two parts adjacent to 
each other. The left side part is immediately taken out of mold 
thus it is undergoing solid shrinkage. Here the arms are 
straight as per mold cavity. But the right-side part is cooled 
to room temperature and hence it has undergone camber due 
to shrinkage [7]. 

Figure 11. Camber, After Cooling to Room Temperature

The main reason behind camber is the solidification pattern 
in the last to solidify region. Metal accumulation at outer 
regions easily liberates temperature to become solid while the 
material remains in liquid form at core. Due to this change of 
phase in a cross section, camber occurs as an outcome of 
shrinkage. Fig. 12 is representing final parts after removal 
from flow path elements and its application.

Figure 12. Manufactured Parts (L) and Application (R)

V. CONCLUSIONS

This research work was dedicated to analyzing an existing 
problem and obtaining a creative solution for that. A designer 
must analyze the manufacturability of his design. At the same 
time, he cannot ignore the cost efficiency of his provided 
solution. For the plastic part considered in this work, 
simplicity of the design and cost effectiveness are the most
shouted benefits. The considerations and the standards 
followed in this work can be utilized by upcoming researchers 
for their work in the field of tooling. This work has not done 
cost analysis and market research to analyze success or failure 
of the product as it can be part of further extended research. 
But the work has considered and provided enough 
justification for representing this part as one feasible solution 
which is durable and manufacturable at less cost.

Based on the outcome of this research work a proper 
injection molding die can be manufactured with multiple 
cavities, cooling provision and mechanism of ejection. This 

solution for the problems occurring in the existing clothe 
pegs. Based on further analysis and expertise in the field of 
product development, more feasible solutions are also 
possible. As per the feedback provided after using the part 
produced, a few possible improvements can be, 1.  providing 
a bigger fillet at the end of the arm and 2. providing 
depression at the outer surface of the arms for a better grip. 
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Abstract: Hybrid type of composites have considerable 
budding for certain specific strength and stiffness, efficacious in 
industries such as submarines, aerospace, and medium duty
automotives. The macroscopic and microscopic properties of the 
hybrid composites can be enhanced by making the various 
layers of the epoxy and Kevlar in various directions. The lay up 
using the epoxy in various combinations can lead to promote the 
mechanical properties. Each of the constituent present in the 
Kevlar composite can make the difference in the tensile strength, 
bonding strength. The experiments with various combinations 
of the resin and hardener are always there in the researchers 
mind to find the effects of each individual over the other 
properties of the composite. In this voyage the optimal mix of 
that particular element in this instance the epoxy usage influence 
will be found out. The mechanical properties such as the tensile 
strength, binding strength in between the fabric and matrix will 
be found. 3 unique sheets, namely P (3:2), Q (4:1) and R (2:3) 
are fixed by the hand layup procedure to make a conglomerate 
composite. Experimental analysis in accordance with the ASTM 
standards of 3039, are exhibited to paramount the mechanical 
properties. Delamination tests are then performed as per ASTM 
standard to find out the inter layer laminar strength in between 
the Kevlar fiber and glass layers. The outcomes archived 
indicate that sample of glass/Kevlar fiber-based hybrid 
composite in the mix of 3:2 in lamination is best with respect to 
mechanical properties and it has also shown the least swelling 
ratio, in addition to it material system composed of 4:1 mix 
details the optimal adhesion capabilities and inter laminar 
properties.

Index Terms: Mechanical characterization, Evaluation, 
epoxy, Lamination, Kevlar, Composites.

I. INTRODUCTION

Composite materials usually made by different distinct 
process few of them are metal matrix composites and fiber-
based composites [1]. In any composite the main constituent
property that holds the major role is the binding strength in 
between the inter laminar layers. The strength depends on the 
quantity and quality of the resin, fiber and hardener used. It 
also depends upon the orientation of the fiber and also the no 
of layers of the ply [2]. Likewise, since ages the interest to 
explore the various facets of the composite material that 
improvises the mechanical strength, binding energy and inter 
laminar holding ability. The idea to make the composite has 
come due to the search for the high strength and temperature 
resistant materials [3]. It has started from the metals then it 
went to alloys phase then after the search has stopped at the 
composite materials. The reason for it lies upon the properties 
that composite material possesses [4]. Even though the 
composite material is made by the different materials of 

different properties as a whole it has started showing the best 
properties that no one has shown individually. If each
constituent is considered separately for the fabrication of a 
new composite material, it has shown the most adorable 
result. That is each of the constituent material has some 
distinct properties for example some of brittle in nature some 
are ductile in nature, but such distinct materials together have
produced a composite material that has both good properties
of the parent materials [5]. Usually, it can be experienced in 
the material world that the materials which strong in tensile 
strength ate week in compressive strength and vice versa. But 
a composite material is the one which has the best tensile
strength and compressive strength together [6]. It is because 
of the fact that all original materials possess the isotropic
properties and the composite material is anisotropic material. 
In any distinct position its properties are not same [7].

This feature is obtained to the composite material due the 
multi-layer foundation it has and also these layers are been 
bound together by the epoxy resin combined with the silicon 
powder and hardener. Along with the time the evaluation of 
the composites is also changed and they broadly divided into 
MMC, PMC and CMC. MMC is Metal Matric Composite in 
which the main constituent or dominant material is metal. In 
the PMC i.e., Polymer Matric Composites the base materials 
are the polymer and the last one is CMC means Ceramic 
Matrix Composites these are been fabricated by ceramic 
materials as the base materials. In the present work the Kevlar 
epoxy reinforced composite material is used for the 
determination of the mechanical properties and also to find 
the effects of the epoxy are been analyzed. The main reason 
behind selecting the Kevlar composite is due its light weight, 
high strength, high wear resisting ability. The Kevlar fiber 
materials are used vividly in the aerospace applications to 
make the air crafts and space crafts and also it is used in novel 
marine structural applications [8,9,10]. With respect to 
strength comparison the Kevlar composites are about five 
times better than steel. High strength to weight ratio, low wear 
ability and light weight have made arena towards the popular 
utilization in the aero space applications. The inter atomic 
bonding present in the Kevlar composite is much stronger 
than the conventional van der walls intermolecular 
connection. But to make the usage of these materials more in
terms of cost criterion and hybrid composites came into 
existence [11,12]. Since the fabrication of the hybrid 
composites have started the making cost is reduced and the 
wide spread usability of the Kevlar/ e-glass composites has 
increased [13]. There are numerous applications that has 
begun since after glass fiber hybrid composites have made 
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particularly in the electronic applications, printed wire 
boards, circuit boards etc [14,15,16]. The lay direction, 
Kevlar fibre angle, no of plies, resin to hardener ratio, volume 
fraction etc. are the key parameters in deciding the strength 
and other mechanical properties of the Kevlar / e-glass hybrid 
composites. Out of all the binding ability of the adhesive 
material and the resin, hardener majorly make the matrix 
phase that influence the overall competency of the composite. 

II. EXPERIMENT

A. Preparation of the Speciemen 
In making the E-glass based composite with Kevlar-49

every layer is prepared with a thickness of about 0.5 mm 
coupled with the hardener and epoxy resin in a of industrial 
grade for strong adhesive quality for the preparation of the 
hybrid composites [17,18]. The fabrication begins with the 
sandwich manner in which the Kevlar-49 fiber is kept in the 
middle and the e-glass is covered from the top and bottom. In 
present experimental analysis the laminates of hybrid 
composites (P, Q, and R) are prepared as shown in Figure 1.
During the fabrication the quantities of the epoxy resin &
hardener are made with hand layup procedure. It is tabulated 
in Table I. The properties of materials viz E-glass, epoxy, and 
Kevlar are detailed in Table II [19,20].

Figure 1. Fabricated Specimens using various ratios of resins 

TABLE I.
LAYUP PROCEDURE OF FIBERS

Layer details P Q R
No of layers 3 3 3

E-glass 2 2 2
Kevlar-49 fiber 1 1 1

epoxy/ resin 2 3 4
Hardener 3 2 1

TABLE II.
PROPERTIES OF MATERIALS

Parameter E-glass Kevlar Epoxy
Strength of Fiber 340 2761 -

Strength of 
Laminate 

1510 1445 13-41

Laminate 
Density (g/cc)

2.596 1.48 1-1.13

Strength to 
Weight ratio

559 989 27

B. Mechanical Testing-Tensile Test
It is a test intended to know the tensile strength of the given 

specimen. At first the specimens are shaped into the following 
shown Figure 2. and Figure 3. to insert them in the tensile 
testing machine. Usually there is no specific tensile testing 
machine but on the Universal testing machine only the tensile
testing will be performed. The testing is performed as per the 
ASTM standards. 

Figure 2. Test specimen for tensile testing in Universal testing machine

Figure 3. Tensile Test UTM machine

The 3 specimens are of dimensions thickness = 5mm, width 
= 24mm and length = 150mm are used for the tensile testing. 
The applied load will start from 0kN to and reach up to 5kN. 
For the three samples P,Q and R tensile strength, strain rate, 
ultimate load, ultimate stress and associated parameters will 
be found [21,22].

C.  Removal (Peel) Test
The peel removal test is one of the important test that shoes 

the ability of the plies of the composite material that bind 
together. There were many ways to perform this test out of 
which most commonly used tests are 90o and 180o [23,24].
Here in the present work the 90o peel removal test is used in 
this the plies are forcefully removed one after another gently 
perpendicular to the workpiece. See Figure 4. 
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Figure 4. Peel removal test

For the 90opeel removal test. The more is the force required 
to peel off the strong is the material and its internal bonding, 
it is as simple as this and vice versa. The measurement of this 
peel removing is done as force required for unit length. That 
means N/mm. The results pertaining to the peel removal test 
are given in the results and conclusions section [25,26].

III. MECHANICAL TESTING

A. Testing of HARDNESS
Hardness of the composite material is one of the significant 

parameters to be considered while defining its strength. Here 
in the present work the hardness of the composite material is 
been tested on the Rockwell hardness test machine that can
show the C number based on that its hardness characteristics 
can be defined. As shown in the Figure 5. the prepared 
composite material sample is kept on the pan and an indenter 
will apply force on the surface of the material and based on 
the impression made by the indenter the hardness value will 
be computed, in other words hardness is the ability of the 
material to withstand the load against failure. The results of 
the hardness test are given in the results and discussion 
section [27,28,29].

Figure 5. Rockwell hardness testing

B. Testing of Density 
This is one of the fundamental and important tests to 

ascertain the packing of the material in the given volume. It 
will lay an arena to understand the material dispersity and 
uniformity of packing within the given volume. The 
dimensions of prepared composite specimen considered for 
testing of the density is length =24 mm, width = 24 mm and 
thickness = 0.2 mm. The density of the sample is found by 
keeping the sample in the cuboid channel closely such that no 
gaps will be found and based on the weight of the material 
that has occupied for unit volume its density will be assessed 
and can be expressed in [30,31].

C. Water Absorption Test
This is the test performed to assess the ability of the 

composite material to show its intendedness to absorb the 
water. This quality of the material to absorb the water when 
immersed in the water containing vessel signifies the quality 
of the material [32,33]. To perform the test at first the sample 
is weighed and then it is immersed completely in distilled 
water for about 24 hours at room temperature i.e., 30oC as 
shown in Figure 6. After the time got lapsed then the sample 
is been taken out and then its weight will be tested based on 
the difference in the weights the composite material strength 
will be assessed. 

Figure 6. Test set up for water absorption 

IV. RESULTS AND DISCUSSIONS

A. Tensile Test
The results of the tensile test are given in the below Figure

7., Figure 8. and Figure 9. As the 3 samples are prepared from 
3 different compositions the variations in the tensile strength 
are clearly distinguished. From the Figure 7. For the sample 
P it can be evident that at the strain of 3 mm the tensile 
strength has changed the slope and increased steeply. The 
highest tensile strength is observed as 1987 MPa at strain of 
5.87mm.
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Figure 7. Sample P

Figure 8. Sample Q

From the Figure 8. For the sample Q it can be evident that 
at the strain of 3 mm the tensile strength has changed the slope 
and increased steeply again at the strain of 5 mm the tensile 
strength has changed its slope and shown a steady downfall. 
However, the net tensile strength is increased to the end and 
its value is found to be maximum at 6 mm of strain and 
corresponding tensile strength is 779 MPa.

Figure 9. Sample R

From the Figure 9 For the sample R the strength vs strain 
curve is quite similar to the mild steel. That is the test results 
have yielded similar properties of isotropic material such as 
mild steel or aluminum even though the material used is an
anisotropic (composite material). The tensile strength is 
increased till 3.5mm of strain and its value has reached 145 
MPa and then it reached to local peak of 160 MPa at 4.5 mm. 
Then it fell down to a value of 142 MPa at 6.7 mm of strain. 
In similar fashion it has attained to a peak of 175 MPa for the 
strain of 7.8mm. Then it went on declining and reached to 
least value of 105 MPa for the strain of 14.8mm. 

B. Peel off Test

Peel off test results shows the significant outcomes in terms 
of binding strength of the composite material. From Figure
10, Figure 11 and Figure 12 it can be seen that for the sample 
Q there is a steady and uniform range in peel force is 
observed. For the sample P and sample R the peel off force 
has shown more variations in the considered range. As the 
three samples were made from three different sources of 
materials hence the peel off force required is also altered 
accordingly. But as a whole the sample P, Q have resulted in 
similar outcomes and sample R has shown quite less peel off 
force. 

Figure 10. Sample P
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Figure 11. Sample Q

Figure 12. Sample R

C. Hardness Test
The hardness for the samples P,Q and R have resulted in 

different outcomes as it can be seen in Figure 13. Sample P
has obtained the hardness value of 94.887 and sample Q has 
observed 91.66 and sample R has observed 83.67. From this 
outcomes it can be witnessed that sample P is harder among 
the three samples and sample R is least in hardness. 

Figure 13. Hardness test results

D. Density Test
The outcomes of the density test are given below in Figure

14. In the graph three parameters are interpreted and they 
have shown the sample P density is higher than other samples 
and the density is found least for sample R. However, sample 
Q and R density are nearer compared P and Q. The weights 
and Mean values are also obtained in similar fashion.

Figure 14. Density test results

E. Water Absorption Test
The water absorption test has yielded the result of 

material strength with respect to swelling ratio. The swelling 
ratio can be calculated using below equation no 1. 

Swelling ratio % = ( )*100        (1)
Out of the three samples analyzed the sample B has got 

more swollen and its swelling ratio is 1.31 followed by A 1.23 
and least swelling ratio is for sample C i.e., 1.19. Usually, the 
materials with less swelling ratio are preferrable for all 
practical purposes. 

Figure 15. Water absorption test results
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V. CONCLUSIONS

From the above experimental analysis, it can be 
concluded that the samples three have shown the significant 
outcomes with respect to the mechanical properties. 
However, the following observatory conclusions are arrived 
by the end of the experimental and testing work. 

Tensile test has shown that P is stronger than 
other two.
Peel off test has shown that sample P and Q are 
moderate and sample R is stronger.
According to hardness test sample P is harder 
among all.
As per density test sample P is denser than all 
other samples.
As per water absorption test Q and P are stronger 
followed by R.

As a whole sample P is preparatory method and 
composition is suggested for further analytical investigations. 
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Abstract: Blade is the key component to capture wind energy. 
It plays a vital role in the whole wind turbine. The optimum 
twist of a windmill turbine blade is analyzed on the basis of 
elementary blade- element theory. Maximum efficiency of power 
is achieved when the blade is twisted consistently with a 
program that depends on variation of sectional lift and drag 
coefficients with angle of attack. For a typical airfoil cross-
section, optimum angle of attack decreases from maximum lift 
coefficient angle of attack at the blade root to greater than 80 
percent of this value at the blade tip

The modelling is done in SolidWorks and the static and 
dynamic analysis is carried out by using ANSYS software. The 
materials used are stainless steel, e-glass epoxy and grey cast 
iron. The blade is subjected to FEA studies to demonstrate its 
ability to withstand the extreme loading conditions as defined in 
the international offshore wind standards. The results will have 
acceptable performance with regard to total deformation, 
directional deformation, equivalent stress, normal and shear 
stress.

Index Terms: Windmill, efficiency, epoxy resin

I. INTRODUCTION

A turbine is a device that converts the wind s Kinetic 
Energy into electricity. They are an increasingly important 
source of intermittent renewable energy and are utilized in 
many countries to lower energy costs and reduce reliance on 
fossil fuels. Wind has the lowest relative greenhouse 
emission, smallest amount water consumption demands and 
therefore the most favorable social impacts in comparison to 
photovoltaic, hydro, geothermal, coal and gas [1] [3]. Smaller 
wind turbines are used for applications like battery charging 
for auxiliary power for boats or caravans, and to power traffic 
warning signs. While larger turbines can contribute towards
domestic power supply while selling unused power back to 
the utility supplier via the electrical grid [6].

Wind turbines are manufactured during a wide selection of 
sizes, with horizontal or vertical axes. It is estimated that 
thousands of huge turbines, in installations referred to as
wind farms, generate over 650 gigawatts of power, with 60 
GW added annually. Wind turbines are classified by the wind 
speed. They are designed for, from class I to class III, with A 
to C pertaining to the turbulence intensity of the wind [5].
There are two basic sorts of wind turbines: Horizontal-axis 
turbines and Vertical-axis turbines. There are also sub types 
of vertical axis wind turbines namely Darrieus wind turbine, 
Giromill turbines and Savinous turbines [2] [4].

The size of wind turbines varies widely. The length of the
blades determines the quantity of electricity a turbine can 
generate. Small wind turbines which will power one home 
may have an electricity generating capacity of 10 kilowatts 
(kW). The largest wind turbines have electricity generating 

capacities of up to kilowatts (10 megawatts), and bigger 
turbines are in development [8] [9]. Large turbines are often 
grouped together to make wind generation plants, or wind 
farms, that provide power to electricity grids.

II. WIND TURBINES AND BLADES

A. Wind turbine working:
According to Betz's law, maximum achievable extraction 

of wind power by a wind turbine as 16/27 (59.3%) times the 
rate at which the kinetic energy of the air arrives at the 
turbine [7].

Small wind turbines or Domestic wind turbines could also 
be used for spread of applications including on- grid or off-
grid residences, telecom towers, rural schools and clinics, 
remote monitoring, offshore platforms and other purposes 
that need energy where there's no electric grid, or where the
grid is unstable. Small wind turbines could also be as small as 
a fifty-watt generator for boat or caravan use [10]. Hybrid 
solar and wind powered units are increasingly getting used 
for traffic signage, particularly in rural locations, as they 
avoid the necessity to get long cables from the closest mains 
connection point [6].

A turbine turns wind energy into electricity using the force 
from the rotor blades, which works like an airplane wing or 
helicopter rotary wing as shown in figure 1. When wind flows
across the blade, the atmospheric pressure on one side of the 
blade decreases. The difference in atmospheric pressure 
across the two sides of the blade creates both lift and drag. If 
the force of the lift is stronger than the drag, it causes the 
rotor to spin. The rotor is connected to the generator, either 

and a series of gears (a gearbox) that speed up the rotation 
and allow for accommodating smaller generator as in figure 
1. This translation of force to rotation of a generator creates 
electricity.

Figure 1. Working of the turbine
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B. Windmill Turbine Blades:
Most wind turbines designed for the production of 

electricity consists of a two or three bladed propeller rotating 
around a horizontal axis. These propeller like turbine blade 
designs convert the energy of the wind into usable shaft 
power called torque. This is achieved by extracting the energy 
from the wind by slowing it down or decelerating the wind as
it passes over the blades. The forces which decelerate the 
wind are equal and opposite to the thrust type lifting forces 
which rotates the blades [4].

Just like an aero plane wing, turbine blades work by 
generating lift through their curve. The side with the foremost 
curve generates low atmospheric pressure while high air
beneath pushes on the opposite side of the blade shaped 
aerofoil.

This results in a lifting force perpendicular to the direction 
of flow of the air over the turbines blade. The rotary wing is 
designed to create the proper amount of rotary wing lift and 
thrust producing optimum deceleration of the air and 
therefore better blade efficiency.

If the turbines propeller blades rotate too slowly, it allows 
an excessive amount of wind to undergo undisturbed, and 
thus doesn't extract the maximum amount energy because it 
potentially could. On the opposite hand, if the propeller blade 
rotates too quickly, it appears to the wind as an outsized flat 
rotating disc, which creates an outsized amount of drag.

Generally, turbine blades are shaped to get the utmost 
power from the wind at the minimum construction cost. But 
turbine blade manufacturers are always looking to develop a 
more efficient blade design [8]. Constant improvements 
within the design of wind blades have produced new turbine 
designs which are more compact, quieter and are capable of 
generating more power from less wind. It is believed that by 
slightly curving the turbine blade, they are ready to capture 5 
to 10 percent more wind energy and operate more efficiently 
in areas that have typically lower wind speeds.

Wind turbine blades are of following types as in Fig 2:
1. Flat blades
2. Curved blades
3. Aerofoil blades and 
4. Twisted blades

Figure 2. Types of the turbine blade

Flat or straight blade designs offer significant benefits 
compared to other wind blade designs. Flat rotor blades are 
easy and cheap to trim from sheets of plywood or metal 

ensuring that the blades have a uniform shape and size [1] 
[4]. They are also the simplest turbines that require less 
design and construction skills, but their efficiency and 
therefore the generating electric power is extremely low.
Hence the blades of the turbine are designed as straight or flat 
as shown in figure 3.

III. DESIGN CONSIDERATIONS

A. Modelling of turbine blade
The modelling of turbine blade is done in SOLIDWORKS 

2020 SP5 in SLDDRW drawing file and is saved in IGES 
format. Structural and transient dynamic analysis is carried 
out in ANSYS 14.5. Fig 3 is the front view; Fig 4 is the side 
view and Fig 5 is the top view shows the model draft of 
turbine blades.

Figure 3. Front View of the turbine

Figure 4. Side View of the turbine
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Figure 5. Top View of the turbine

B. Material Considerations
Materials like steel, irons or cast irons, aluminum, fibers, 

composites and plastics are most widely used in the 
manufacturing of turbine blades. Considering this stainless 
steel, grey cast iron and e glass epoxy are used for the design 
analysis of turbine blade.

Stainless Steel - Grade 304 (UNS S30400) is used for its 
good corrosion resistance, lower weight, good formability 
and weld ability. Table I shows properties of stainless steel.

TABLE I. 
PROPERTIES OF STAINLESS STEEL

Density 7.85-8.06 mg/m3
Compressive strength 205-310 MPa
Ductility 0.3-0.57
Endurance limit 175-260 MPa
Hardness 1700-2100 MPa
Modulus of rupture 205-310 MPa
Shear modulus 74-81 GPa
Tensile strength 510-620 MPa
Young's modulus 190-203 GPa

JIS G5501 FC200 gray cast iron is used for its density and 
mechanical properties. Table II shows properties of gray cast 
iron.

TABLE II. 
PROPERTIES OF GREY CAST IRON

Density 7.15 g/cm3
Compressive strength 115-205 MPa
Ductility 0.3-0.57
Endurance limit 175-260 MPa
Hardness 755 MPa
Modulus of rupture 205-310 MPa
Shear modulus 41 GPa
Tensile strength 115-205 MPa
Young's modulus 92.4 GPa

AW 106 Epoxy glass material is used for its toughness, 
resilience and resistance to dynamic loading. Table III shows 
properties of epoxy glass.

TABLE III. 
PROPERTIES OF EPOXY GLASS

Density 2.6 Kg/Mm3

Compressive Strength 450 MPa

Ductility 0.8-0.97

Endurance Limit 275 MPa

Hardness 920  MPa

Modulus Of Rupture 350-380  MPa

Shear Modulus 1.7-2.6 GPa

Tensile Strength 900 MPa

Young's Modulus 20 GPa

C. Structural Analysis
Structural analysis on blades is carried out in ANSYS at 

750N, 1500N and 2000N for the total deformation, equivalent 
stress and strain at different loads.

Figure 6. Total deformation of Stainless steel

Fig.6 shows the total deformation in stainless steel and it is 
observed that the maximum value is 1.198m.

Figure 7. Equivalent Stress of Stainless Steel

Fig.7 shows the equivalent stress in stainless steel, and it is 
observed that the maximum value of stress is 1.318e8 Pa.
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Figure 8. Equivalent Strain of Stainless Steel

Fig.8 shows the equivalent strain in stainless steel and it is 
observed that the maximum value is 0.000305.

Figure 9. Total deformation of Gray Cast Iron

Fig.9 shows the total deformation in gray cast iron and it is 
observed that the maximum value is 0.75m.

Figure 10. Equivalent Stress of Gray Cast Iron

Fig.10 shows the equivalent stress distribution in gray cast 
iron, and it is observed that the maximum value is 1.06e8 Pa.

Figure 11. Equivalent Strain of Gray Cast Iron

Fig.11 shows the equivalent strain in gray cast iron and it 
is observed that the maximum value is 0.005368.

Figure 12. Total deformation of Epoxy Glass

Fig.12 shows the total deformation in epoxy glass and it is 
observed that the maximum value is 3.42m.

Figure 13. Equivalent Stress of Epoxy Glass

Fig.13 shows the distribution of equivalent stress in epoxy 
glass, and it is observed that the maximum value is 8.82e7 Pa.
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Figure 14. Equivalent Strain of Epoxy Glass

Fig.14 shows the total deformation in stainless steel and it 
is observed that the maximum value is 0.004256.

IV. RESULTS AND DISCUSSIONS

TABLE IV. 
A) RESULTS OF ANALYSIS AT 750 N

Material
Total 
Deformation 
(m)

Equivalent 
Stress (Pa)

Equivalent 
Strain

Stainless Steel 0.92 6.03e7 0.000305

Gray Cast Iron 0.75 2.93e7 0.0002684

Epoxy Glass 1.14 2.912e7 0.004256

B) RESULTS OF ANALYSIS AT 1500 N

Material
Total 
Deformation 
(m)

Equivalent 
Stress (Pa)

Equivalent 
Strain

Stainless Steel 1.27 7.36e7 0.00045

Gray Cast Iron 1.12 5.86e7 0.0005368

Epoxy Glass 2.28 5.88e7 0.000603

C) RESULTS OF ANALYSIS AT 2000 N

Material
Total 
Deformation 
(m)

Equivalent 
Stress (Pa)

Equivalent 
Strain

Stainless Steel 1.918 1.318e8 0.000687

Gray Cast Iron 1.5 1.06e8 0.000805

Epoxy Glass 3.42 8.82e7 0.00121

The Table IV shows the total deformation, 
equivalent stress and strain for stainless steel, gray cast iron 
and epoxy glass at 750 N, 1500 N and 2000N. From the 
analysis results of turbine blade, it is observed that the 
material STAINLESS STEEL is the preferable material with 
desirable physical and mechanical properties for turbine 
blade. Also, it has less deformation under the given loads 
than the other two materials i.e., grey cast iron and epoxy 
glass. The analysis carried out on various materials above
will make an impressing mark in the field of renewable 
energy.
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Abstract: The aim of this paper is developed from two different 
lathe machines, i.e. Centre Lathe and Turret Lathe and the main 
aim of this work is to Model and develop a tool post that can hold 
six cutting tools, and replace square tool post in center lathe 
machine. The different tools like a parting tool, turning tool 
(right hand turning tool or left-hand turning tool), forming tool, 
thread cutting tool, chamfering tool and knurling tool are 
enclosed in the turret where it mainly help in reducing the time 
which is required to change the tool and help in increasing of 
productivity of the lathe machine. The Modelling and analysis 
work of this turret is done in SolidWorks 2018. Material used 
for metal prototype is mild steel and Fabrication process is done 
by using the milling machine, radial drilling machine and lathe 
machine.

Index Terms: lathe, Machining, Turret, tools.

I.INTRODUCTION

A lathe is a machine tool that rotates a work piece about 
an axis of rotation to perform various operations such 
as cutting, sanding, knurling, drilling facing, and turning,
with tools that are applied to the work piece to create an object 
with symmetry about that axis[1]. The first machine tool 
developed was around 1300 B.C., earlier was a tree lathe 
which was a device for rotating and machining a workpiece. 
The workpiece kept between two adjacent trees and a rope 
would round the work with its one end attached to a flexible 
branch of trees and the other end is pulled by a man to rotate 
the job. Lathes are manufactured in a variety of types and 
sizes, from very small bench lathes used for precision work 
to huge lathes used for turning large steel shafts [2]. However,
these lathes have been classified into several types in later 
stages such as Center lathe, capstan Lathe, Turret Lathe, 
Automatic Lathe, etc.

The main advantage of using lathe machine is that it can be 
used for various machining operations such as Step and Taper 
turning, knurling, various forms of treads, Boring, drilling 
etc., with and without using special cutting tool attachments 
on it. Metal cutting or machining is the process of producing 
work piece by removing unwanted material from a block of 
metal, in the form of chips [3]. For any machining operation 
the life of a tool is important since considerable time is lost 
whenever a tool is replaced or reset. Cutting tools lose its 
sharpness as usage continues and their effectiveness 
decreases over time. At some point during the life-span of the 
tool, it is necessary to replace, index or re-sharpen and reset 
the tool. Tool life is a measure of the length of time a tool will 
cut effectively. The life of cutting tool depends upon many 
factors, such as the microstructure of the material being cut, 
metal removal rate, the rigidity of the setup and effects of 
cutting fluid (David and Agapiou, 2000; Krar, 1995) [4]. The

correct choice of cutting velocity can enhance tool life but at 
the same time, the tool should be used to its maximum 
capacity.

Design of Hexagonal Turret:
The modelling of turret is made in Solid Works 2018 which 

is a solid modelling computer-aided design (CAD) and 
computer-aided engineering (CAE). To minimize the 
modeling time, preprocessor software that helps to create the 
geometry required for FEA, such as Solid works could be 
used [5]. Solid modelling is the only Computer Aided Design 
(CAD) approach that completely and unambiguously 
represents the 3D geometry of parts and assemblies. It is 
therefore, the only type of design tool capable of fully 
supporting today's widely diverse range of engineering 
applications, from analysis to manufacture and thus enables 
concurrent engineering. [6]

Fabrication:
The fabrication of Hexagonal turret is made in different 

steps
Step 1:

Initially the dimensions of the actual square tool post are 
taken to get the maximum diameter of the tool post that can 
be fixed on lathe. Then a rough sketch is drawn to prepare a 
3D model using SOLIDWORKS 2018.
Step 2: -
3D modelling and drafting 

By using Solid Works and the rough sketch prepared 
earlier, 2D top view of the turret is drawn and developed into 
3D by using Solid Works features like extrude, extrude cut, 
polar array and chamfer. Then the 3d view and cut section is 
done my using drawing feature (drafting) as shown in the 
figure.[7][8]

TABLE I.
ANALYSIS OF THE TURRET UNDER STATIC CONDITIONS

MESH: FINE Entity Size

Nodes 3985

Elements 15896

Modelling and Fabrication of Hexagonal Turret on 
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Figure 1. Modelling of turret
The above figure 1 shows modelling of turret using 

solidworks2018. Meshing was done and the mesh size was 
kept fine to understand the deformation that takes place at a 
very small area when the load is applied on the turret. It was 
fixed and supported at the center stepped holes, and a load of 
500N was applied inside the side hole. The material had to 
withstand the force applied.[9] The result is given below
Result:-

Element Type:
TABLE II.

ELEMENT TYPE

Connectivity Statistics

TE4 15896 (100.00%)

Element Quality:

T ABLE. III.
ELEMENT QUALITIES

Criterion Good Poor

Stretch 15893
(99.98%)

3
(0.02%)

Aspect Ratio 14648
(92.15%)

1241
(7.81%)

Criterion Bad Worst Avg

Stretch 0
(0.00%) 0.270 0.624

Aspect Ratio       7
(0.04%) 5.958 1.916

Material Properties:
TABLE IV.

PROPERTIES OF THE MATERIALS

Material Mild Steel

Young's modulus 2e+011 N-m2

Poisson's ratio 0.266

Density 7860 kg-m3

Coefficient of 
thermal expansion 1.17e-005 Kdeg

Yield strength 2.5e+008 N-m2

Static Case Boundary Conditions:

the below figure 2 shows the various boundary conditions of 
the turret.

Figure 2.  Boundary conditions

Structure Computation:
TABLE V.

STRUCTURE COMPUTATION OF TURRET

Number of nodes 3985

Number of elements 15896

Number of D.O.F. 11955

Number of Contact relations 0

Number of Kinematic relations 0

Linear tetrahedron 15896

Load Computation:
TABLE VI.

                                      APPLIED LOAD RESULTANT
Fx -1.000e+003 N

Fy -6.725e-021 N
Fz 5.551e014 N
Mx -3.23E+001 Nm
My 3.123e+001 Nm
Mz 1.435e-001 Nm
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Figure 3. Static case solution vonmises stress
The above figure 3 shows vonmises stress, deformation 

and the area where the vonmises stress is high. The above 
chart in the figure shows the maximum stress that can be 
produced when applying 500N of load is 8, 88000 N/m2. The 
ultimate strength of the mild steel is 350MPa or 350000000 
N/m2 on comparing the stress developed and ultimate 
strength we can say that the design is very safe.[10]

Fabrication of Foam Prototype:
As the design is found out to be safe a foam prototype

shown in figure 4&5 is made with the help of a 3d model 
designed in SOLIDWORKS 2018. Machinery like wood 
cutting band saw and jigsaw are used in making this 

Figure 4 & 5. Prototype of turret made with foam

Step 5:-

Fabrication of Metal Prototype 

A Mild steel block is cut with the help of metal cutting band 
saw according to requirement.[10]
Then the mild steel workpiece is fixed in the lathe chuck, 
turning and facing operations are performed to remove 
irregularities if any shown in figure 6.
Dimensions are marked for further operations i.e. milling and 
drilling. 
Milling operation is carried out such that the circular block is 
shaped into hexagon. To fix the bolts six holes of 8mm 
diameter are drilled on top portion, five holes of 15mm 
diameter and one hole of 10.3mm diameter are drilled on each 
face of the turret for placing the cutting tools. [10][11]

Final output of the tool holder after machining and grinding 
operations are sown in figure 7,8,9&10 placed at different 
orientations.

Figure 6. The above figure shows the cutting process of a mild steel 

block

prototype.

boring of MS block in lathe machine
Figure 7. the above figure shows the block after the turning, facing and 
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Figure 8. the above figure shows the result after milling. 

II. EXPERIMENTATION

This is the final stage where the testing of the tool post is 
done by replacing the square tool post with hexagonal tool 
post. Testing of the turret is conducted inorder to withstand 
the cutting forces and vibrations. Different machining 
operations such as turning, forming and drilling are 
conducted and shown in figures 11,12,13 & 14

Figure 9 &10. the above figure shows the end product after  
tapping operation

Figure 12 & 13. Forming Operation

28mm diameter
 Figure 11. the above figure show the simple turning operation of a rod of
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8mm, one forming tool

III. CONCLUSIONS

The Hexagonal turret is manufactured and implemented 
successfully on center lathe machines with six similar and 
different types of cutting tools and various operations such as 
turning, facing, taper turning, knurling, thread cutting, and 
boring operations are performed.

This tool post reduced the time taken for changing of tool 
(The average time required for replacing the old cutting tool 
with new and well-grounded is approximately 2 min). 
Different operations mentioned above are performed on 
replacing the square tool post with hexagonal tool post.
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the foam prototype and metal prototype.

metal prototype
Figure 15. the above figure shows the comparison between foam and

The above figure 15 shows the final comparison between

Figure 14. turret holding four single point cutting tools, one drill bit of 
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Abstract: During the initial efforts to develop novel 
antibiotics, a new class of benzothiazoles (3a n) were designed 
and synthesized as potential antibacterial and 
antimycobacterial agents. Most of the synthesized compounds 
showed good antibacterial activity against the Gram-positive
bacteria tested. The compounds 3i exhibited excellent in vitro
activity, with a MIC value of 1 g/mL against Mycobacterium
tuberculosis H37Rv. These compounds were also found to have 
activity against Candida albicans, with a MIC value of 4 g/mL.

Index Terms: Benzothiazole, fused heterocycles, hydrazones,
antibacterial, antimycobacterial

I. INTRODUCTION

One of the world's most important public health 
challenges is antimicrobial resistance [1]. There were an 
approximate 4.95 million (3.62 6.57) deaths related to 
bacterial antimicrobial resistance in the year 2019 [2].
Escherichia coli, Staphylococcus aureus, Klebsiella 
pneumoniae, Streptococcus pneumoniae, Acinetobacter
baumannii, and Pseudomonas aeruginosa were major 
contributors for deaths associated with resistance. The fight 
against bacterial infection represents one of the high points
of modern medicine. 

Discovery of antibiotics in the 1940s offered physicians a 
powerful tool against bacterial infections that has saved the 
lives of millions of people. Though, because of the 
widespread and sometimes inappropriate use of antibiotics, 
strains of bacteria have begun to occur that are antibiotic-
resistance [3]. The advent and spread of bacterial resistance 
pose a major threat to human health across the globe. The 
number of cases of multi-drug resistant bacterial infections 
is increasing at an alarming rate. Moreover, the clinicians 
have become dependent on strong antibiotics such as
Vancomycin for serious infections. Therefore, there is an 
urgent need for the development of novel chemical entities
with high safety profiles that are particularly effective 
against gram-positive pathogens including the resistant 
strains.

Benzothiazoles are fused heterocycles, which contain a 1, 
3-thiazole ring that fused to a benzene ring. Since the 1990s, 
various pharmacological investigations of newly synthesized 
benzothiazole derivatives demonstrated interesting 
pharmacological activities and led to the development of 
new medications for treating human diseases [4,5].

Benzothiazoles comprise a novel class of therapeutic 
compounds shown to exert a wide range of biological 
activities such as antimicrobial, anticancer, anthelminthic, 
antidiabetic, antitubercular, anti-inflammatory, antifungal, 
antiviral, anti-infective, anti-hypertensive and antipsychotic 
etc [4-7].

II. CHEMISTRY

As part of antimicrobial research in our laboratory [8-10],
a new class of benzothiazoles have been synthesized and
evaluated for their biological activity.

Synthesis of Aryl/heterocyclic aldehyde-2-(1,3-benzothiazol-
2-yl)hydrazones

The synthesis of benzothiazole hydrazones (3a-n) were 
synthesized by procedure described in Scheme 1. The key 
intermediates 2-hydazinobenzothiazoles have been produced
by amination of 2-aminobenzothiazole by using hydrazine 
hydrate. The benzothiazole hydrazines were treated with 
appropriate aldehydes in presence of acetic acid to afford
target benzothiazole hydrazones [11,12]. The details of the 
structures of 3a-n were provided in Table 1.

                                                SCHEME I.

Reagents and conditions: (i) Hydrazine hydrate, glycol, 140 oC, 4h; (ii) 
Aromatic aldehydes, ethanol, cat AcOH, reflux, 2h.

TABLE I.
REPRESENTATIVE COMPOUNDS 3a-m

S.No Compound R X
1 3a -H -O
2 3b -H -S
3 3c -OCH3 -O
4 3d -OCH3 -S
5 3e -CF3 -O
6 3f -CF3 -S
7 3g -OCF3 -O
8 3h -OCF3 -S
9 3i -NO2 -O
10 3j -NO2 -S
11 3k -F -O
12 3l -F -S
13 3m -Cl -O
14 3n -Cl -S

Received on 30-03-2022, Revised on 30-04-2022, Accepted on 04-05-2022.      
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III. BIOLOGICAL ACTIVITY  

A. Antibacterial and antifungal activity
Antibacterial activity of compounds 3a-n were screened 

for their antibacterial activity against Staphylococcus 
aureus, Staphylococcus epidermidis, Bacillus subtillis,
Escherichia coli, Klebsiella pneumoniae, and Pseudomonas 
aeruginosa (Table 2) and the antifungal activity was 
evaluated against yeast Candida albicans (MTCC 227). The 
antimicrobial activities were measured in the inhibitory
zones (in mm) and were determined by using agar well 
method (cup plate method) [13,14]. Antibiotics 
Streptomycin, Ciprofloxacin and Amphotericin B were used 
as positive controls against bacteria and fungi respectively. 
In all determinations, tests were performed in duplicate, and 
results were reported as the mean of at least three 
determinations. In Table 2, all compounds exhibited
moderate to good antibacterial activity. Compounds 3a-n

showed significant inhibition against all the bacteria tested. 
Compounds are more active against gram positive bacteria 
than gram negative bacteria. Compounds 3b, 3i, and 3m
showed good antibacterial activity. In compounds 3a-n,
introduction of thiophen group instead of nitro furan group 
leads to decrease in the antibacterial activity against gram 
positive bacteria, this trend reverses in gram negative 
species. The significant inhibition shown by the compounds 
3b, 3i, and 3m might be due to the presence of nitrofuran
ring on the benzothiazole system.

The more active compounds 3i, and 3m were further 
screened for antimicrobial activity in variable 
concentrations. The antimicrobial activity shown in the zone 
of inhibition, compound 3m was found to be the most active
compound among the series detailed in Table 3. Compound
3m exhibited remarkable antibacterial and antifungal 
activity.

TABLE II.
ANTIBACTERIAL AND ANTIFUNGAL ACTIVITY OF BENZOTHIAZOLE ANALOGS (3a-n) EXPRESSED IN ZONE OF INHIBITION IN mm

Comp
ounds/Co
ncentrati

ons

Staphylococcu
s aureus

Staphylococ
cus epidermis

Bacillus
subtillis

Escherichia 
coli

Klebsiella
pneumoiae

Pseudomona
s aeruginosa

Candida
albicans

50 100 50

l

100 50

l

100 50

l

100 50

l

100 50

l

100 50

l

100

3a -- 13 10 14 -- 17 -- 12 -- -- -- -- -- 23

3b -- 15 15 10 -- 14 -- 18 -- -- -- -- -- 25

3c -- -- -- 12 -- 11 -- 21 -- 15 -- -- -- 24

3d -- -- -- -- -- 10 -- 25 14 12 14 15 -- 20

3e 12 14 17 -- 10 15 10 15 -- 10 -- 17 -- 31

3f -- -- -- -- -- -- 09 19 -- 10 10 -- -- 16

3g -- 14 10 12 10 17 -- 21 -- 11 -- 13 -- 28

3h -- 12 -- -- -- 13 -- 15 -- 14 -- 12 -- 18

3i 1 17 13 23 -- 21 -- 14 -- 10 -- -- -- 40

3j -- -- -- 13 -- 17 -- 16 -- 11 -- 11 -- --

3k 10 12 10 14 -- 17 -- 21 -- 11 -- 12 -- 27

3l -- 11 -- -- -- -- -- -- -- -- -- -- 11 21

3m 19 26 19 -- 17 30 -- 34 -- 20 -- 30 -- 30

3n -- 10 -- -- -- 15 -- 16 -- -- -- -- -- 20

STR 22 18 17 21 22 29 --

CIP 32 35 32 >40 20 30 --

AT-B -- -- -- -- -- -- 16

The test were conducted in duplicate and repeated thrice; STP, Streptomycin; CIP, Ciprofloxacin (50 g/mL); AT-B, Amphotericin (100 units); (--),
bacteria are resistant to the compound at the concentrations.
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TABLE III.
ANTIBACTERIAL AND ANTI-FUNGAL ACTIVITY OF 3m, AND 3i ANALOGS IN DIFFERENT CONCENTRATIONS EXPRESSED IN ZONE OF INHIBITION IN mm

Compounds 3m 3i CIP AT-B Nys

Concentration
in

10 25 50 75 100 10 25 50 75 100 50 20 20

Staphylococ
cus aureus

17 21 24 25 27 9 11 15 17 19 26 NT NT

Staphylococ
cus epidermis

17 22 27 28 29 9 10 12 13 23 34 NT NT

Bacillus
Subbtilis

19 22 26 28 28 -- 10 14 17 21 32 NT NT

Escherichia
coli

17 21 24 25 27 9 11 15 17 19 38 NT NT

Pseudomona
s aeruginosa

17 22 27 28 29 9 10 12 13 40 NT NT

Klebsiella
pneumoniae

19 22 26 28 28 -- 10 14 17 21 21 NT NT

Candida 
albicans

NT 18 23 25 28 NT -- -- -- -- NT 14 --

Aspergillus
niger

NT -- 10 24 27 NT -- -- -- -- NT 23 26

Aspergillus 
sp

NT 10 10 15 19 NT -- -- -- -- NT 14 16

The test were performed in duplicate and repeated thrice; CIP, Ciprofloxacin (50 g/mL); AT-B, Amphotericin (100 units) Nys, Nystatin-1 (20 g/mL);
(--), bacteria are resistant to the compound at the concentrations.

TABLE IV.
ANTIMYCOBACTERIAL ACTIVITY OF COMPOUNDS 3a-m AGAINST M. TUBERCULOSIS H37RV (MIC IN )

S. No. Compound Molecular Formula Molecular Weight CMR
(Molar refractivity)

C log P
(Hydrophobicity)

1 3a C12H8N4O3S 288.28 7.63 >16 3.24
2 3b C12H8N4O2S2 304.01 8.23 >16 3.78
3 3c C13H10N4O4S 318.31 8.25 >16 3.54
4 3d C13H10N4O3S2 334.37 8.85 >16 4.07
5 3e C13H7F3N4O3S 356.28 8.14 >16 4.19
6 3f C13H7F3N4O2S2 372.35 8.74 >16 4.72
7 3g C13H7F3N4O4S 372.28 8.30 >16 4.65
8 3h C13H7F3N4O3S2 388.34 8.89 >16 5.18
9 3i C12H7N5O5S 333.28 8.26 1 3.09
10 3j C12H7N5O4S2 349.35 8.84 >16 3.62
11 3k C12H7FN4O3S 306.27 7.65 >16 3.38
12 3l C12H7FN4O2S2 322.34 8.24 >16 3.91
13 3m C12H7ClN4O3S 322.73 8.13 >16 3.95
14 3n C12H7ClN4O2S2 338.79 8.72 >16 4.48
RMP 0.25 0.5
INH 0.5 -0.7

RMP, Rifampicin; INH, Isoniazid; the Chem Draw Ultra, version 9.0 was used to calculate the values of Molar refractivity and Hydrophobicity
of the above compounds.

B. Antimycobacterial activity
All the synthesized compounds were evaluated for the 

antitubercular activity, and the results are concise in Table 4.
The compounds 3a-n were initially tested against 
Mycobacterium tuberculosis H37Rv at 16 as the 
single concentration. From this screening, the active 
compounds were selected further to conduct broth 
microdilution assay to find out Minimum Inhibitory 
Concentration (MIC) [15,16]. The compounds showing at 
least 90% inhibition in the initial screen were retested to 
determine the actual MIC. This has been achieved by serial 
dilution at lower concentrations against Mycobacterium
tuberculosis H37Rv using the Nitrate Reductase Assay 
(NRA). In addition to the NRA reagent to microtiter plate, a
change in color to pink indicates the growth of bacteria. The 
possible lowest concentration of the compound that shows
no change in the color relative to controls is defined as MIC.
Isoniazid and Rifampicin were used as reference drugs. The 
compound 3i has shown good antimycobacterial activity 1

(Table 4). Further investigation of other areas of 

biological properties of these synthesized compounds (3a-n)
are going on and the results will be communicated soon.

VI. EXPERIMENTAL DATA

General procedure for the synthesis of heterocyclic 
aldehyde-2-(1,3-benzothiazol-2-yl)hydrazones (3a-n)

2-hydrazeno-benzothiazoles (1 eq) and heterocyclic 
aldehydes (1 eq) were dissolved in a small amount of
ethanol (10 mL). To the above mixture, a catalytic amount 
of acetic acid was added, and it was stirred for 1 hour. After 
that period, the reaction has stopped. On filtration, the 
precipitate was collected washed with cold methanol (3 X
30 mL) followed by cold chloroform (2 X 20 mL). 
Recrystallization has been done to afford pure respective 
hydrazones by using hot methanol.
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5-Nitrofuran aldehyde-2-(1,3-benzothiazol-2-yl)hydrazone
(3a)

The compound 3a was prepared according to the above-
defined method by using 2-hydrazeno-benzothiazole (165 
mg, 1 eq) and 5-nitro-2-furancarboxaldehde (140 mg, 1 eq).
Yield: 260 mg (85%).

1H NMR (DMSO-d6, 200 MHz): 6.90 (d, 1H, J = 3.7 
Hz), 7.22 (d, 1H, J = 8.7 Hz), 7.43 (m, 1H, J = 2.9, 8.0 Hz), 
7.60 (d, 1H), 7.7 (d, 1H, J = 3.7 Hz), 7.8 (s, 1H), 7.84 (m, 
1H), 12.3 (bs, 1H); ESIMS: m/z 289 (M+H)+.

5-Nitrothiophen aldehyde-2-(1,3-benzothiazol-2-
yl)hydrazone (3b)

The compound 3b was synthesized as per the above 
procedure using and 2-hydrazino-benzothiazole (165 mg, 1 
eq) and 5-nitro-2-thiophencarboxaldehde (156 mg, 1 eq)
Yield: 256 mg (84 %). 

1H NMR (DMSO-d6, 200 MHz): 7.00 (dd, 1H, J = 8.0, 
2.9 Hz), 7.19-7.15 (m, 3H, J = 4.3, 7.1 Hz), 7.35 (d, 1H, J =
8.0 Hz), 7.79 (s, 1H), 7.83 (d, 1H, J = 4.3 Hz), 12.0 (bs, 
1H); ESIMS: m/z 305 (M+H)+.

5-Nitrofuran aldehyde-2-(6-methoxy-1,3-benzothiazol-2-
yl)hydrazone (3c)

The compound 3c was synthesized as per the above 
procedure of 3a using and 2-hydrazino-6-methoxy-

furancarboxaldehde (140 mg, 1 eq) Yield: 267 mg (89 %). 
1H NMR (DMSO-d6, 200 MHz): 3.76 (s, 3H), 6.84 (dd, 

1H, J = 9.0, 2.25 Hz), 6.96 (d, 1H, J = 3.7 Hz), 7.27 (d, 1H, 
J = 2.2 Hz), 7.35 (d, 1H, J = 9.0 Hz), 7.58 (d, 1H, J = 3.7 
Hz), 7.96 (s, 1H), 12.4 (bs, 1H); ESIMS: m/z 319 (M+H)+.

5-Nitrothiophen aldehyde-2-(6-methoxy-1,3-benzothiazol-2-
yl)hydrazone (3d)

The compound 3d was synthesized as per the above given 
procedure using 2-hydrazino-6-methoxy-benzothiazoles 
(165 mg, 1 eq) and 5-Nitro-2-nitrothiophen carboxaldehde 
(157 mg, 1 eq). Yield: 281 mg (88 %). 

1H NMR (DMSO-d6, 200 MHz): 3.76 (s, 3H), 6.84 (dd, 
1H, J = 9.0, 2.25 Hz), 7.19 (d, 1H, J = 4.7 Hz), 7.27 (d, 1H, 
J = 2.2 Hz), 7.30 (d, 1H, J = 9.0 Hz), 7.8 (d, 1H, J = 4.7 Hz), 
7.96 (s, 1H), 12.4 (bs, 1H); ESIMS: m/z 335 (M+H)+.

5-Nitrofuranaldehyde-2-(6-trifluoromethyl-1,3-
benzothiazol-2yl)hydrazone (3e)

The compound 3e was synthesized as per the above given 
procedure of 3a using 2-hydrazino-6-trifluoromethyl-
benzothiazole (233 mg, 1 eq) and 5-nitrofuran aldehyde 
(141 mg, 1 eq). Yield: 300 mg (84 %).

1H NMR (DMSO-d6, 200 MHz): 6.9 (d, 1H, J = 3.7 
Hz), 7.22 (d, 1H, J = 8.7 Hz), 7.43 (m, 1H, J = 2.9, 8.0 Hz),
7.58 (d, 1H, J = 3.7 Hz), 7.60 (d, 1H), 7.84 (m, 1H, J = 4.3 
hz), 12.3 (bs, 1H); ESIMS: m/z 357 (M+H)+.

5-Nitrothiophen aldehyde-2-(6-trifluoromethyl-1,3-
benzothiazol-2yl)hydrazone (3f)

The compound 3f was synthesized as per the above given 
procedure of 3a using 2-hydrazino-6-trifluoromethyl-
benzothiazole (233 mg, 1 eq) and 5-nitrothiophen aldehyde 
(157 mg, 1 eq) Yield: 315 mg (85 %). 

1H NMR (DMSO-d6, 200 MHz): 7.19 (d, 1H, J = 4.38 
Hz), 7.22 (d, 1H, J = 8.7 Hz), 7.43 (m, 1H, J = 2.9, 8.0 Hz), 
7.60 (d, 1H), 7.84-7.82 (m, 2H, J = 4.3 Hz), 12.3 (bs, 1H);
ESIMS: m/z 373 (M+H)+.

5-Nitrofuran aldehyde-2-(6-trifluoromethoxy-1,3-
benzothiazol-2yl)hydrazone (3g)

The compound 3g was synthesized according to the 
procedure described for 3a by using 5-nitrofuran aldehyde 
(141 mg, 1 eq) and 2-hydrazino-6-trifluoromethoxy-
benzothiazole (249 mg, 1 eq) (yield 316 mg, 85 %). 

1H NMR (DMSO-d6, 200 MHz): 8.42 (bs, 1H), 7.44-
7.41 (m, 2H), 7.36 (d, 1H), 7.27 (d, 1H, J = 2.4 Hz), 7.30 (d,
1H, J = 3.9 Hz), 7.14 (d, 1H, J = 8.6 Hz), 6.48 (d, 1H, J =
3.9 Hz); ESIMS: m/z 373 (M+H)+.

5-Nitrothiophen aldehyde-2-(6-trifluoromethoxy-1,3-
benzothiazol-2yl)hydrazone (3h)

The compound 3h was synthesized according to the 
procedure described for 3a by using 5-nitrothiophen 
aldehyde (157 mg, 1 eq) and 2-hydrazino-6-
trifluoromethoxy-benzothiazole (249 mg, 1 eq) (yield 329 
mg, 85 %). 

1H NMR (DMSO-d6, 200 MHz): 12.7 (bs, 1H), 8.14-
8.10 (m, 2H, J = 7.7, 4.3 Hz), 7.83 (m, 1H), 7.51 (d, 1H, J =
4.5 Hz), 7.35-7.30 (m, 2H), 6.93 (dd, 1H, J = 2.4, 8.7 Hz), 
3.77 (s, 3H); ESIMS: m/z 389 (M+H)+.

5-Nitrofuran aldehyde-2-(6-nitro-1,3-benzothiazol-

benzothiazole (210 mg, 1 eq) and 5-nitrofuran aldehyde 
(141 mg, 1 eq). Yield: 280 mg (84 %).

1H NMR (DMSO-d6, 200 MHz): 7.15-7.12 (m, 2H, J =
2.4, 6.8 Hz), 7.30 (m, 1H, J = 7.8 Hz), 7.43 (m, 1H), 7.71 (d, 
1H, J = 3.9 Hz), 8.10 (s, 1H), 12.7 (bs, 1H); ESIMS: m/z
334 (M+H)+.

5-Nitrothiophen aldehyde-2-(6-nitro-1,3-benzothiazol-

The compound 3j was synthesized as per the method
described for the synthesis of 3a using 5-nitrothiophen 
aldehyde (157 mg, 1 eq) and 2-hydrazino-6-nitro-
benzothiazole (210 mg, 1 eq). Yield: 300 mg (86 %). 

1H NMR (DMSO-d6, 200 MHz): 7.15-7.12 (m, 2H, J =
2.4, 6.8 Hz) 7.30 (m, 1H, J = 7.8 Hz), 7.43 (m, 1H), 8.15-
8.09 (m, 2H, J = 4.7 Hz), 12.0 (bs, 1H); ESIMS: m/z 350
(M)+.

5-Nitrofuran aldehyde-2-(6-fluoro-1,3-benzothiazol-
2yl)hydrazone (3k)

The compound 3k was synthesized synthesized as per the 
method described for the synthesis of 3a using 2-hydrazino-
6-fluoro-benzothiazole (183 mg, 1 eq) and 5-nitrofuran 
aldehyde (140 mg, 1 eq). Yield: 260 mg (86 %). 

1H NMR (DMSO-d6, 200 MHz): 6.84 (dd, 1H, J = 9.0, 
2.2 Hz), 6.96 (d, 1H, J = 3.7 Hz),7.27 (d, 1H, J = 2.2 Hz),
7.35 (d, 1H, J = 9.0 Hz), 7.58 (d, 1H, J = 3.7 Hz), 7.96 (s, 
1H), 12.4 (bs, 1H); ESIMS: m/z 307 (M)+.

The compound 3i was synthesized as per the method

benzothiazoles (178 mg, 1 eq) and 5-nitro-2-

described for the synthesis of 3a using 2-hydrazino-6-nitro-

2yl)hydrazone (3i)

2yl)hydrazone (3j)
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5-Nitrothiophen aldehyde-2-(6-fluoro-1,3-ben Zothiazole-2-
yl)hydrazone (3l)

The compound 3l was synthesized according to the
method given for the synthesis of 3a using 2-hydrazino-6-
fluoro-benzothiazole (183 mg, 1 eq) and 5-nitrothiophen
aldehyde (157 mg, 1 eq). Yield: 260 mg (80 %). 

1H NMR (DMSO-d6, 200 MHz): 7.18 (d, 1H, J = 4.3 
Hz), 7.21 (d, 1H, J = 8.7 Hz), 7.59 (d, 1H), 7.43 (m, 1H, J =
2.9, 8.0 Hz), 7.82-7.84 (m, 2H, J = 4.3 Hz), 12.3 (bs, 1H);
ESIMS: m/z 323 (M+H)+.

5-nitro-2-furaldehyde-2-(6-chloro-1,3-benzothiazole 2-
yl)hydrazone (3m)

The compound 3m was synthesized according to the 
method given for the synthesis of 3a using 2-hydrazino-6-
chloro-benzothiazole (199 mg, 1 eq) and 5-nitrofuran 
aldehyde (140 mg, 1 eq). Yield: 261 mg (84 %).

1H NMR (DMSO-d6, 200 MHz): 6.85 (dd, 1H, J = 9.1,
2.3 Hz) 6.97 (d, 1H, J = 3.6 Hz), 7.27 (d, 1H, J = 2.3 Hz), 
7.34 (d, 1H, J = 9.1 Hz), 7.60 (d, 1H, J = 3.6 Hz), 7.88-7.90
(s, 1H), 12.4 (bs, 1H); ESIMS: m/z 323 (M)+.

5-Nitrothiophen aldehyde-2-(6-chloro-1,3-benzothiazol-
2yl)hydrazone (3n)

The compound 3n was synthesized according to the 
method given for the synthesis of 3a using 2-hydrazino-6-
chloro-benzothiazole (199 mg, 1 eq) and 5-nitrothiophen 
aldehyde (157 mg, 1 eq). Yield: 287 mg (85 %). 

1H NMR (DMSO-d6, 200 MHz): 7.19 (d, 1H, J = 4.3 
Hz), 7.22 (d, 1H, J = 8.7 Hz), 7.43 (m, 1H, J = 2.9, 8.0 Hz),
7.60 (d, 1H), 7.84-7.82 (m, 2H, J = 4.3 Hz), 12.3 (bs, 1H);
ESIMS: m/z 339 (M+H)+.

V. CONCLUSIONS

Herein, demonstrate the synthesis and antimicrobial
potency of a new class of benzothiazolesagainst Gram-
positive, Gram-negative and Mycobacterium.
tuberculosis bacteria. Amongst the synthesized 
compounds, 3b and 3m have shown potent in vitro
antibacterial activity. Interestingly, these compounds
have also exhibited good antibacterial activity against
resistant strains of Gram- positive and Gram-negative.
The compound 3i has shown potent antimycobacterial
activity against Mycobacterium tuberculosis H37Rv.
Further investigations of these new classes of 
compounds for their potential biological properties are 
under process.
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Template for the Preparation of Papers for
Publication in CVR Journal of Science and 

Technology
First A. Author1 and Second B. Author2

1Designation, Name of Institution/Department, City, Country
Email: first.author@hostname1.org

2Designation, Name of Institution/Department, City, Country
Email: second.author@hostname2.org

Abstract: These instructions give you basic guidelines for 
preparing camera-ready papers for CVR College journal 
Publications. Your cooperation in this matter will help in 
producing a high-quality journal. 

Index Terms: first term, second term, third term, fourth 
term, fifth term, sixth term

I. INTRODUCTION

Your goal is to simulate the usual appearance of papers in 
a Journal Publication of the CVR College. We are 
requesting that you follow these guidelines as closely as 
possible. It should be original work. Format must be done as 
per the template specified. Diagrams with good clarity with
relevant reference within the text are to be given. References 
are to be cited within the body of the paper. Number of 
pages must not be less than five with minimum number of 
4000 words and not exceeding eight pages. The journal is 
published in colour. Colours used for headings, subheadings 
and other captions must be strictly as per the template given 
in colour.

A. Full-Sized Camera-Ready (CR) Copy
Prepare your CR paper in full-size format, on A4 paper 

(210 x 297 mm or 8.27 x 11.69 in). No header or footer, no 
page number.

Type sizes and typefaces: Follow the type sizes specified 
in Table I. As an aid in gauging type size, 1 point is about 

point size. Times New Roman has to be the font for main 
text. Paper should be single spaced.

Margins: Top and Bottom = 24.9mm (0.98 in), Left and 
Right = 16 mm (0.63 in). The column width is 86mm (3.39
in). The space between the two columns is 6mm (0.24 in). 
Paragraph indentation is 3.7 mm (0.15 in).

Left- and right-justify your columns. Use tables and 
figures to adjust column length. On the last page of your 
paper, adjust the lengths of the columns so that they are 
equal. Use automatic hyphenation and check spelling. 
Digitize or paste down figures.

For the Title use 24-point Times New Roman font, an 
initial capital letter for each word. Its paragraph description 
should be set so that the line spacing is single with 6-point 
spacing before and 6-point spacing after. Use two additional 
line spacings of 10 points before the beginning of the double 
column section, as shown above.

Each major section begins with a Heading in 10 point 
Times New Roman font centered within the column and 
numbered using Roman numerals (except for REFERENCES), 
followed by a period, two spaces, and the title using an 
initial capital letter for each word. The remaining letters are 
in SMALL CAPITALS (8 point). The paragraph description of 
the section heading line should be set for 12 points before
and 6 points after.

Subheadings should be 10 point, italic, left justified, and 
numbered with letters
spaces, and the title using an initial capital letter for each 
word. The paragraph description of the subheading line 
should be set for 6 points before and 3 points after. 

For main text, paragraph spacing should be single spaced, 
no space between paragraphs. Paragraph indentation should 
be 3.7mm/0.21in, but no indentation for abstract & index 
terms.

II. HELPFUL HINTS

A. Figures And Tables
Position figures and tables at the tops and bottoms of 

columns. Avoid placing them in the middle of columns. 
Large figures and tables may span across both columns. 
Leave sufficient room between the figures/tables and the 
main text. Figure captions should be centered below the 
figures; table captions should be centered above. Avoid 
placing figures and tables before their first mention in the 

TABLE I. 
TYPE SIZES FOR CAMERA-READY PAPERS

Type 
size 

(pts.)

Appearance

Regular Bold Italic

6 Table caption, table 
superscripts

8

Tables, table names, f irst 
letters in table captions, figure 
captions, footnotes, text 
subscripts, and superscripts

9 biographies
Abstra
ct

10
Section titles ,

affiliations, main text, equations, 
first letters in section titles

Subheading

11

24 Paper title
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Figure 2. Note how the caption is centered in the column.

a sentence.
To figure axis labels, use words rather than symbols. Do 

not label axes only with units. Do not label axes with a ratio 

of quantities and units. Figure labels should be legible, about 
8-point type.

All figures, tables and references must be cited in the text.
Please indicate the broad area/specializations into which 

the research paper falls, in the covering letter/mail to the 
Editor, so that reviewers with those specializations may be 
identified.

B. References
Number citations consecutively in square brackets [1]. 

ere are six 
authors or more. Papers that have not been published, even 
if they have been submitted for publication, should be cited 

capitalize the first word and all other words except for 
conjunctions, prepositions less than seven letters, and 
prepositional phrases. Good number of references must be 
given.

Latest references in the area must be included and 
every refence must be cited in the text of the research 
article.

C.  Footnotes
Number footnotes separately in superscripts . Place 

the actual footnote at the bottom of the column in which it 
was cited, as in this column. See first page footnote as an 
example.

D. Abbreviations and Acronyms
Define abbreviations and acronyms the first time they are 

used in the text, even after they have been defined in the 

abstract. Do not use abbreviations in the title unless they are 
unavoidable.

E. Equations0
Equations should be left justified in the column. The 

paragraph description of the line containing the equation 
should be set for 6 points before and 6 points after. Number 
equations consecutively with equation numbers in 
parentheses flush with the right margin, as in (1). Italicize 
Roman symbols for quantities and variables, but not Greek 
symbols. Punctuate equations with commas or periods when 
they are part of a sentence, as in

cba . (1)

Symbols in your equation should be defined before the 
equation appears or immediately fol

F. Other Recommendations
Use either SI (MKS) or CGS as primary units. (SI units 

are encouraged.) If your native language is not English, try
to get a native English-speaking colleague to proofread your 
paper. Do not add page numbers.

III. CONCLUSIONS

The authors can conclude on the topic discussed and 
proposed, future enhancement of research work can also be 
briefed here.
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