Abstract - Semantic similarity measurement between words is a tedious task in web mining, information extraction and natural language processing. The semantic similarity measurement between entities is required in Web mining applications such as community extraction, identification of relations etc. In this paper, the authors proposed an automatic approach to evaluate the logical or semantic similarity between words or entities with the help of web search engines. To describe distinct word co-occurrence measures and to integrate these with lexical patterns, page counts are used. In order to identify meaningful relationships between two given words, the authors proposed a new pattern extraction algorithm and a pattern clustering algorithm. Vector Support Machine (VSM) is used to acquire the optimal combination of page counts-based co-occurrence measures and lexical pattern clusters. The proposed method overcomes various previously proposed web-based similarity measures on the benchmark data sets that showed a high correlation with human ratings.

Index terms - Lexical Pattern, Web mining, Information Extraction

I. INTRODUCTION

Semantic similarity, logical or meaningful association is a conception where a set of documents or terms within term lists are assigned a metric that is based on the likeness of their meaning or semantic content.

Given a group of words, similarity between two words can be calculated by the length of the shortest path that connects the two words in the group. Multiple paths may exist between the two words, if the word has many meanings. In such cases, only the shortest path between any two perceptions of the words is considered for similarity calculation.

The problem with this approach is that it depends on the concept that all the paths or links in the group represent a uniform distance. Resnik proposed a similarity calculation approach based on the content of the information. He described the similarity between two conceptions ‘Y1’ and ‘Y2’ in the group of words as the maximum of the information content of all concepts ‘Y’ that include both ‘Y1’ and ‘Y2’. Then, the affinity between two words is described as the maximum of the similarity between any concepts that the words belong to. He used Word Net as the group or taxonomy and calculated the information content using the Brown corpus.

Li et al. combined structural semantic information from a lexical taxonomy and information content from a corpus in a nonlinear model. They proposed a similarity measure that uses short sighted length profundity depth and local compactness or density in taxonomy. Their experimental study reported a high Persuasion correlation coefficient of 0.8914 on the Miller and Charles example and reference or benchmark data set. They did not appraise or calculate their methodology in terms of similarities among named entities. Cilibrasi and Vitanyi proposed a distance metric between words using only page counts retrieved from a web search engine.

II. DESIRABLE FEATURES FOR RELATEDNESS MEASURE

Desirable features to measure semantic similarity in current Semantic Web applications.

1. Domain Independence: Presently, an increasing amount of online ontological and semantic data is available on the World Wide Web, enabling a new generation of semantic applications. If that kind of domain independent applications to be developed, this increasing heterogeneity should be dealt, without establishing the ontologisms to be accessed in advance.

2. Universality: The semantic measures, in the dynamic context of the Web, must be flexible, compatible and general enough to be used independently for their final purpose, and without relying on specific lexical resources or knowledge representation languages.

3. Maximum coverage: Maximum coverage of possible interpretations of the words must be warranted, in the context of web applications with no predefined domain. If it is limited to a particular knowledge source, such as WordNet2, or a certain set of ontology, then one is compelled to use those applications only.

III. LITERATURE SURVEY

Given a set of words, a direct approach to calculate similarity between two words is to compute the length of the shortest path connecting the two words in the set. If a word has many meanings (polysemy), then numerous paths might exist between the two words. In such cases, only the nearest path between any two perceptions of the words is considered for calculating similarity. A problem with this approach is that all paths or links in the group of words
represent a uniform distance. Resnik[8] proposed a logical resemblance measure using information content. He described the similarity between two conceptions ‘Y1’ and ‘Y2’ in the taxonomy or group as the maximum of the information content of all concepts ‘Y’ that include both ‘Y1’ and ‘Y2’. Then, the affinity or closeness between two words is defined as the maximum of the similarity between any concepts that the words belong to. He used Word Net as the taxonomy; information content is calculated using the Brown corpus. Li et al. [9] combined organized meaningful information from a lexical taxonomy and information content from a corpus in a non-linear model. They proposed a similarity metric that uses short sighted length, profundity or depth, and local compactness or density in group. Their experimental study reported a high persuasion correlation coefficient of 0.8914 on the Miller and Charles [10] example, reference or benchmark data set. They did not appraise or calculate their methodology in terms of similarities among named entities. Lin [11] defined the similarity between two concepts as the information that is in common to both concepts and the information contained in each individual concept. Cilibrasi and Vitanyi [12] proposed a distance metric between words using only page counts retrieved from a web search engine.

IV HISTORY

The searching process shown in fig.1 gives the results based on the text search algorithms. Present all Search Engines on the web are based on the text search algorithms.

Fig. 1 shows the generic search process model

- A similarity measure can represent the similarity between two documents, two queries, or one document and one query
- It is possible to arrange the extracted documents in the order of presumed importance that is ranking the extracted documents in the order of presumed importance
- A similarity measurement is a strategy which computes the degree of similarity between a pair of text objects
- Many number of similarity measures are proposed in the literature, because the best similarity measure doesn't exist (yet!)

V. VECTOR-SPACE MODEL-VSM

1960s Salton provided Vector Space Model, which has been victoriously or favorably applied on SMART (a text searching system).
The Vector Space Model architecture is shown in fig. 3.

The vector space model procedure is categorized into three phases:

- The first is the document indexing phase in which content-bearing terms are extracted from the document text.
- An indexed term weighting is the second phase that enhances the retrieval of documents relevant to the user.
- The last phase provides ranking to the document with respect to the query according to a similarity measure.

From fig. 3, 'gem' and 'jewel' are given as input to the search engine. The search engine searches for pages gem, jewel, and gem as jewel in the form of page counts.

It displays text snippets 'gem' (X) and 'jewel' (Y).

The frequency of occurrence of lexical patterns is measured based on the snippets. These patterns are clustered and fed to Vector Support Machine (VSM) as input.

The Vector Support Machine (VSM) allocates weights and ranking is done based on the weights.

A. Document Indexing

In the document non-significant words may appear, by using document indexing these non-significant words (function words) are removed so that the document is represented by content-bearing words. This document indexing is done based on the frequent occurrence of the terms, where low frequency terms within a document are considered to be function words. Stopping list is used to remove high frequency words (stop words) which hold common words, which makes the indexing method language dependent. With the help of stop list 40% - 50% of the total number of words in a document is removed.

Probability indexing is used which shows the statistical difference in the distribution of content-bearing words, and the function words. Probabilistic indexing ranks the terms with respect to the term frequency in the entire collection. The function words are prototyped by a Poisson distribution in the overall documents, as content-bearing terms cannot be prototyped. Recently, an automatic indexing method which uses serial clustering of words in text has been introduced. The value of such clustering is an indicator if the word is content bearing.

B. Term Weighting

Term weighting has been described in terms of recall and precision. There are three main components for calculating term weighting - term frequency component, collection frequency component, and length normalization component. These three components are multiplied together to make the resulting term weight.

A common weighting scheme for terms within a document utilizes the frequency of occurrence as mentioned by Luhn. The term frequency for documents is generally used as the basis of a weighted document vector. It is also possible to use binary document vector, but the results are not that good when compared to the term frequency when using the vector space model.

Different weighting schemes are available to discriminate one document from the other. In general this component is called accumulation or collection frequency component. Most of them, e.g., the inverse document frequency, assume that the importance of a term is proportional with the number of documents the term appears in. Experimentally it has been shown that these document discrimination factors lead to a more effective extraction, i.e., an improvement in precision and recall.

The third possible weighting factor is document length normalization factor. Long documents have usually a much greater term set than small documents, which makes lengthy documents to be retrieved faster than small documents.

Experiments have been done on various weight schemes and achieved best results, with respect to recall and precision, are acquired by using term frequency with inverse document frequency and length normalization.

C. Similarity Coefficients

The associative coefficients determine the similarity in vector space model and these associative coefficients are dependent on the inner product of the document vector and query vector, and the similarity is indicated by the word overlap. The inner product is usually normalized. The most popular similarity measure is the cosine coefficient, which measures the angle between the document vector and the query vector.
VI. RESEARCH ELABORATION

- This paper contains a four-page-count-based similarity scores and automatically extracted lexico-syntactic patterns from text snippets.
- Most web search engines provide Page counts and text snippets which are the main source of information.

Few problems that may occur with Page counts are:

- Page count perusal overlook the position of a word in a page.
- Two words appear in a page, they might not be related with each other.
- Polysemous word (a word with multiple senses). For example:
  - *apple* as a fruit
  - *apple* as a computer

**Lexico-syntactic patterns**

The various semantic relations *also known as,*

- is a,
- part of,
- is an example of

Page-count-based Similarity Scores (co-occurrence measures)

\[
\text{WebJaccard}(P, Q) = \begin{cases} 
0 & \text{if } H(P \cap Q) \leq c \\
\frac{H(P \cup Q) - H(P \cap Q)}{H(P) + H(Q) - H(P \cup Q)} & \text{otherwise.}
\end{cases}
\]  

\[
\text{WebOverlap}(P, Q) = \begin{cases} 
0 & \text{if } H(P \cap Q) \leq c \\
\frac{H(P \cap Q)}{\min(H(P), H(Q))} & \text{otherwise.}
\end{cases}
\]  

\[
\text{WebDice}(P, Q) = \begin{cases} 
0 & \text{if } H(P \cap Q) \leq c \\
\frac{2H(P \cap Q)}{H(P) + H(Q)} & \text{otherwise.}
\end{cases}
\]  

\[
\text{WebPMI}(P, Q) = \begin{cases} 
0 & \text{if } H(P \cap Q) \leq c \\
\log_2 \left( \frac{H(P \cap Q)}{\frac{H(P) \cdot H(Q)}{N}} \right) & \text{otherwise.}
\end{cases}
\]

VII. ALGORITHM FOR EXTRACTING PATTERNS

Given a set $S$ of synonymous

**Algorithm 3.1: ExtractPatterns($S$)**

**comment**: Given a set $S$ of word-pairs, extract patterns.

for each word-pair $(A, B) \in S$
  do $D = \text{GetSnippets}(A, B)$
  $N \leftarrow \text{null}$
  for each snippet $d \in D$
    do $N \leftarrow N + \text{GetNgrams}(d, A, B)$
    $\text{Pats} \leftarrow \text{CountFreq}(N)$
  return $(\text{Pats})$

- n-grams : $n=2, 3, 4, \text{and 5}$

- A set $S$ of closely associated word-pairs
  - 5000 word pairs of closely associated nouns from WordNet
  - 4,562,471 unique patterns
  - 80% occur less than 10 times

- A set of non-associated word-pairs
  - 5000 word pairs of non-associated nouns from WordNet

**Table 1: Contingency Table**

<table>
<thead>
<tr>
<th></th>
<th>( v )</th>
<th>other than ( v )</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freq. in snippets for synonymous word pairs</td>
<td>( p_v )</td>
<td>( P - p_v )</td>
<td>( P )</td>
</tr>
<tr>
<td>Freq. in snippets for non-synonymous word pairs</td>
<td>( n_v )</td>
<td>( N - n_v )</td>
<td>( N )</td>
</tr>
</tbody>
</table>

\[
\chi^2 = \frac{(P + N)(p_v(N - n_v) - n_v(P - p_v))^2}{PN(p_v + n_v)(P + N - p_v - n_v)}. \tag{5}
\]
**VIII. EXPERIMENTAL RESULTS**

In this work, the authors discussed the problem of semantic similarity measure for words based on both page counts and text snippets which are extracted from a web. Four different word co-occurrence measures were computed using page counts.

Lexical pattern extraction algorithm is proposed that can extract various semantic relations that exist between two words. Moreover, a sequential pattern clustering algorithm is also proposed in order to identify different lexical patterns that describe the same logical or meaningful relation. To define similarity features for a word pair, both page counts-based co-occurrence measures and lexical pattern clusters were used. A two-class Support Vector Machine is used for the features that extracted for synonymous and non-synonymous word pairs that are selected from WordNet synsets. Experimental results on three referenced or benchmark data sets shows that the proposed method outperforms various baselines as well as previously proposed web-based semantic similarity measures, achieving a high correlation with human ratings. Moreover, the proposed method improved the F-score in a community mining.

**IX. CONCLUSIONS**

Table 3: Semantic Similarity of Human Ratings and Baselines on Miller-Charles’ Dataset

<table>
<thead>
<tr>
<th>Word Pair</th>
<th>Miller-Charles</th>
<th>Web Jaccard</th>
<th>Web Bi</th>
<th>Web Overlap</th>
<th>Web PMI</th>
<th>Salton (Br)</th>
<th>COC @ 6</th>
<th>Proposed SimSim</th>
</tr>
</thead>
<tbody>
<tr>
<td>core-amor</td>
<td>0.13</td>
<td>0.12</td>
<td>0.18</td>
<td>0.036</td>
<td>0.207</td>
<td>0.090</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>root-panic</td>
<td>0.08</td>
<td>0.11</td>
<td>0.12</td>
<td>0.228</td>
<td>0.197</td>
<td>0</td>
<td>0.017</td>
<td>0</td>
</tr>
<tr>
<td>branching</td>
<td>0.13</td>
<td>0.23</td>
<td>0.36</td>
<td>0.303</td>
<td>0.310</td>
<td>0.092</td>
<td>0</td>
<td>0.083</td>
</tr>
<tr>
<td>glass-magician</td>
<td>0.11</td>
<td>0.17</td>
<td>0.21</td>
<td>0.181</td>
<td>0.198</td>
<td>0.115</td>
<td>0</td>
<td>0.180</td>
</tr>
<tr>
<td>node-sole</td>
<td>0.05</td>
<td>0.12</td>
<td>0.10</td>
<td>0.003</td>
<td>0.000</td>
<td>0.000</td>
<td>0.035</td>
<td>0.005</td>
</tr>
<tr>
<td>coat-feast</td>
<td>0.52</td>
<td>0.62</td>
<td>0.36</td>
<td>0.317</td>
<td>0.347</td>
<td>0.248</td>
<td>0</td>
<td>0.090</td>
</tr>
<tr>
<td>node-bole</td>
<td>1.13</td>
<td>0.000</td>
<td>0.10</td>
<td>0.034</td>
<td>0.087</td>
<td>0</td>
<td>0.041</td>
<td>0.028</td>
</tr>
<tr>
<td>led-ward</td>
<td>0.42</td>
<td>0.012</td>
<td>0.10</td>
<td>0.076</td>
<td>0.150</td>
<td>0.113</td>
<td>0</td>
<td>0.222</td>
</tr>
<tr>
<td>vest-garner</td>
<td>0.84</td>
<td>0.068</td>
<td>0.25</td>
<td>0.241</td>
<td>0.454</td>
<td>0</td>
<td>0</td>
<td>0.057</td>
</tr>
<tr>
<td>food-hostet</td>
<td>0.83</td>
<td>0.002</td>
<td>0.01</td>
<td>0.425</td>
<td>0.067</td>
<td>0.050</td>
<td>0</td>
<td>0.060</td>
</tr>
<tr>
<td>cow-skull</td>
<td>0.52</td>
<td>0.106</td>
<td>0.06</td>
<td>0.270</td>
<td>0.550</td>
<td>0.200</td>
<td>0</td>
<td>0.180</td>
</tr>
<tr>
<td>en-journey</td>
<td>1.10</td>
<td>0.044</td>
<td>0.702</td>
<td>0.768</td>
<td>0.904</td>
<td>0.818</td>
<td>0.280</td>
<td>0.133</td>
</tr>
<tr>
<td>ene-impliment</td>
<td>0.68</td>
<td>0.051</td>
<td>0.06</td>
<td>0.193</td>
<td>0.133</td>
<td>0</td>
<td>0</td>
<td>0.133</td>
</tr>
<tr>
<td>brit-relad</td>
<td>1.01</td>
<td>0.089</td>
<td>0.15</td>
<td>0.149</td>
<td>0.251</td>
<td>0</td>
<td>0</td>
<td>0.089</td>
</tr>
<tr>
<td>boulder</td>
<td>2.55</td>
<td>0.235</td>
<td>0.247</td>
<td>0.231</td>
<td>0.515</td>
<td>0.221</td>
<td>0</td>
<td>0.087</td>
</tr>
<tr>
<td>book-rock</td>
<td>3.45</td>
<td>0.153</td>
<td>0.016</td>
<td>0.062</td>
<td>0.566</td>
<td>0.052</td>
<td>0</td>
<td>0.301</td>
</tr>
<tr>
<td>food-fruit</td>
<td>3.48</td>
<td>0.764</td>
<td>0.776</td>
<td>0</td>
<td>0.188</td>
<td>0.151</td>
<td>0</td>
<td>0.090</td>
</tr>
<tr>
<td>broth-berk</td>
<td>2.92</td>
<td>0.261</td>
<td>0.098</td>
<td>0.022</td>
<td>0.382</td>
<td>0.316</td>
<td>0</td>
<td>0.277</td>
</tr>
<tr>
<td>autism-breadth</td>
<td>3.48</td>
<td>0.024</td>
<td>0.052</td>
<td>0.013</td>
<td>0.213</td>
<td>0</td>
<td>0</td>
<td>0.072</td>
</tr>
<tr>
<td>lime-sauce</td>
<td>3.14</td>
<td>0.047</td>
<td>0.117</td>
<td>0.018</td>
<td>0.328</td>
<td>0.180</td>
<td>0</td>
<td>0.080</td>
</tr>
<tr>
<td>theo-sweat-nap</td>
<td>3.55</td>
<td>0.029</td>
<td>0.089</td>
<td>0.043</td>
<td>0.248</td>
<td>0.031</td>
<td>0</td>
<td>0.110</td>
</tr>
<tr>
<td>jumpy-negro</td>
<td>3.84</td>
<td>0.413</td>
<td>0.447</td>
<td>0.467</td>
<td>0.321</td>
<td>0.475</td>
<td>0</td>
<td>0.190</td>
</tr>
<tr>
<td>coat-shoe</td>
<td>3.76</td>
<td>0.794</td>
<td>0.754</td>
<td>0.332</td>
<td>0.205</td>
<td>0.184</td>
<td>0</td>
<td>0.398</td>
</tr>
<tr>
<td>implement-cool</td>
<td>2.55</td>
<td>1</td>
<td>0.557</td>
<td>0.390</td>
<td>0.296</td>
<td>0.251</td>
<td>0</td>
<td>0.195</td>
</tr>
<tr>
<td>heal-lead</td>
<td>3.75</td>
<td>0.586</td>
<td>0.916</td>
<td>0.601</td>
<td>0.100</td>
<td>0.471</td>
<td>0</td>
<td>0.074</td>
</tr>
<tr>
<td>automobile-car</td>
<td>3.90</td>
<td>0.054</td>
<td>0.001</td>
<td>0.001</td>
<td>0.175</td>
<td>0</td>
<td>0.070</td>
<td>0.080</td>
</tr>
<tr>
<td>toilet-room</td>
<td>3.42</td>
<td>0.016</td>
<td>0.113</td>
<td>0.036</td>
<td>0.248</td>
<td>0.066</td>
<td>0</td>
<td>0.039</td>
</tr>
<tr>
<td>gas-pow</td>
<td>3.58</td>
<td>0.295</td>
<td>0.030</td>
<td>0.004</td>
<td>0.057</td>
<td>0.221</td>
<td>0</td>
<td>0.088</td>
</tr>
<tr>
<td>Correlation</td>
<td>1</td>
<td>0.235</td>
<td>0.267</td>
<td>0.082</td>
<td>0.568</td>
<td>0.573</td>
<td>0</td>
<td>0.080</td>
</tr>
</tbody>
</table>

**IX. CONCLUSIONS**

In this work, the authors discussed the problem of semantic similarity measure for words based on both page counts and text snippets which are extracted from a web. Four different word co-occurrence measures were computed using page counts.

Lexical pattern extraction algorithm is proposed that can extract various semantic relations that exist between two words. Moreover, a sequential pattern clustering algorithm is also proposed in order to identify different lexical patterns that describe the same logical or meaningful relation. To define similarity features for a word pair, both page counts-based co-occurrence measures and lexical pattern clusters were used. A two-class Support Vector Machine is used for the features that extracted for synonymous and non-synonymous word pairs that are selected from WordNet synsets. Experimental results on three referenced or benchmark data sets shows that the proposed method outperforms various baselines as well as previously proposed web-based semantic similarity measures, achieving a high correlation with human ratings. Moreover, the proposed method improved the F-score in a community mining.
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