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EDITORIAL 
 We are happy to bring out Volume 8 of the Biannual Journal of our college, CVR Journal of 

Science & Technology, with a wide spectrum of papers from different branches of Engineering, 

Science and Management. As was the case for the previous volumes, we received a number of 

papers. Out of the papers received, a limited number of 17 papers were selected for inclusion in the 

current volume, based on the recommendations made by the members of the Editorial Committee.  

 

 The breakup of the papers among the various disciplines is as follows: 
 
 CSE - 1; ECE - 5; EEE - 2; EIE - 3; IT - 2; H&S - 3; Mgmt -1 
 
 The authors include staff members of our college and some from external institutions as 
coauthors.  
 
 The Computer Science paper covers Spatiotemporal Data Indexing Structures.  
 
           Topics selected for publication in ECE include research work into advanced subjects like 

cognitive radio, spectrum sensing, OFDM system, higher order modulation schemes and wavelets 

etc. 

 The papers that are selected from EEE cover current trends and include topics such as 

cascaded multilevel inverters and microgrid.  

 

           We hope that the interest of staff members of all the departments of our college will grow 

further in contributing their research work in the journal. We have been including some papers from 

external organizations and it will be our attempt to attract more numbers from outside so as to 

broaden the scope of our journal.   

 

 I am grateful to all the members of the Editorial Board for their help in short listing papers 

for inclusion in the current volume of the journal. I wish to thank Dr. K. Venkateswara Rao, 

Professor of CSE and Sri S.Prashanth, DTP Operator in the Department of H&S for help in the 

preparation of the papers in camera ready form for final printing. 

 

          K.V.Chalapati Rao 
                            Editor 
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Abstract: Spatiotemporal data are those objects that change 
their position and/or extent over time. There are many 
applications like geographic information systems, intelligent 
transportation systems, environmental information systems 
and mobile communications data management systems which 
deal with spatiotemporal data. Efficient processing of the 
spatiotemporal data needs sophisticated indexing schemes. 
Many indexing structures are available in the literature for 
accessing such data sets. This paper provides a 
comprehensive survey, classification and brief description of 
spatiotemporal data indexing structures for efficient 
accessing of the data by various types of spatiotemporal 
queries. 
 
Index terms:  Database index, spatiotemporal index, aggregate 
data index 

I. INTRODUCTION 

A spatiotemporal object can be represented as  
(NScT, ScT, T) [29] where NScT is the time-stamped non-
spatial conventional component, ScT is the time-stamped 
spatial component and T is the temporal component 
indicating its valid time. The spatial and non-spatial 
conventional components can take many values along time 
line. ScT is a set of records where each record contains a 
spatial component value at  ith time point, Ti. Similarly 
NScT is a set of records where each record contains non-
spatial component value at time point, Ti. All Ti’s are 
contained in T and they do not intersect. 

The mathematical model defining spatiotemporal data 
structure is given below. 

SDS = ( THC, SC, TC) where  
SDS = Spatiotemporal Data Structure 
THC = Thematic Component 
SC = Spatial Component 
TC  = Temporal Component 
THC = { (A,T) /A = Thematic Attribute Л T = 

Temporal Attribute } 
SC = { (S,T) /S = Spatial Attribute Л T = 

Temporal Attribute } 
TC = { T / T = Temporal Attribute } 

Thematic Attributes are non spatial properties of spatial 
objects whose values may change with time. Spatial 
Attributes are geometry and location of the spatial objects 
whose values also may change with time. Temporal 
Attributes are temporal point and temporal interval. 

The aim of indexing spatiotemporal data is to facilitate 
its retrieval for efficient processing of spatiotemporal 
queries such as time slice queries e.g., “ Find all objects 
that cross a certain area at time t”, window queries or range 
queries e.g.,  “ Find all objects that cross a certain area in 
the time interval [t1,t2]”, n-nearest neighbor queries e.g., “ 
Find n hospitals that are closest to a given moving point”, 
trajectory queries e.g., “ Find trajectory of a given point for 
the past one hour”. More research is done in developing 
spatiotemporal data indexing and access methods to 
support spatiotemporal queries. The spatiotemporal access 
methods [1,2] with underlying spatial and temporal 
structures are grouped into different categories as follows.  

• Indexing the past data  
• Indexing the current data 
• Indexing the future data 
• Indexing data at all points of time  
• Indexing aggregate historical spatiotemporal   

data 
• Miscellaneous indexing structures  

This paper is organized as follows. Section 1 presents 
definition of spatiotemporal object and classification of 
spatiotemporal data indexing structures. Review of the 
literature relevant to Indexing the past data  is given in 
Section 2. Indexing the current spatiotemporal data related 
work are reviewed in Section 3.  Section 4 deals with 
indexing structures for the future spatiotemporal data.  
Section 5 describes an Indexing Past, Present and Future 
Positions of the spatiotemporal data. Indexing structures 
for aggregate historical spatiotemporal data are reviewed in 
Section 6. Other miscellaneous indexing structures for 
spatiotemporal data are provides in section 7. Finally 
section 8 provides conclusion 

II. INDEXING THE PAST 

The spatiotemporal indexing methods for                   
historical data are grouped into three categories.  

• First one is dealing with temporal dimension.  
• Second one is dealing with overlapping and 

Multi-version structures  
• Third category is dealing with Trajectory oriented 

access methods. 
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2.1 Indexing Structures dealing with Temporal               
Dimension 

In this category, the main focus is to deal with the 
spatial domain. The temporal dimension is handled by 
augmenting the temporal aspect into existing spatial access 
methods. RT-tree, 3DR-tree, STR-tree, MTSB-tree, FNR-
tree and MON-tree fall into this category. RT-tree [1] 
combines R-tree [3] as spatial access method and Time-
Split B-tree (TSB-tree) [1] as a method for temporal 
access. It indexes entire spatiotemporal data in a single R-
tree [3]. It is very difficult to manage RT-tree when more 
number of objects change and interval queries span entire 
tree. 3DR-tree [1,4,5,6] handles interval queries efficiently 
by treating time as third dimension but its performance is 
poor on timestamp queries. STR-tree [1,7] is a variant of 
R-tree. R-tree is extended with a different algorithm for 
inserting and splitting. The Multiple TSB (MTSB) tree 
[2,8] uses a TSB-tree for supporting spatial range and 
historical queries on a database of moving objects. Objects 
moving in a set of connected and fixed line segments in a 
two-dimensional space are indexed by Fixed Network R-
tree (FNR-tree) [2,9]. FNR-tree is extended by MON-tree 
[2,10]. The constrained network is modeled in MON-tree 
as a set of junctions and routes that are non-intersecting 
poly-lines. 

2.2  Overlapping and Multi-version Structures 

In this category, the temporal aspects are separated from 
spatial aspects so that entire spatial data that is valid at one 
time instant is kept together and managed in one structure. 
Excessive storage is required by this approach. 
Consecutive instances are combined into a single structure 
using overlapping in access methods to avoid storage of 
identical sub-structures. MR-tree, HR-tree, HR+-tree, 
MV3R-tree, PA-tree and GS-tree belong to this category. 
Both MR-tree [1] and Historical R-tree (HR-tree) [4,5,11] 
create a separate R-tree to every timestamp. This allows 
sharing the branches of consecutive trees to avoid storage 
overhead. Both these structures are efficient for timestamp 
queries but their performance on interval queries is poor. 
HR+-tree [1,11] is developed to avoid the replication 
problem in the HR-tree. Multi-version 3DR-tree (MV3R-
tree) [1,4] mainly depends on multi-version B-tree (MVB-
tree) [4]. It combines a multi-version R-tree (MVR-tree) 
[4] and a 3DR-tree so that timestamp queries  are  
processed using MVR-tree [4,12] and interval queries are 
processed using 3DR-tree [4,5,6]. Partially persistent R-
tree (PPR-tree) [1,11,13] structure is designed for bi-
temporal databases. It maintains R-tree evolution so that 
any historical query at time point t is able to use R-tree 
structure corresponding to time t. The trajectories of 
moving objects are indexed using Parametric tree (PA-tree) 
[2,14], that indexes by splitting time duration of the 
moving object into n disjoint time intervals and also 
dividing trajectory of the object into n line segments 
corresponding to the respective time intervals.  Graph Strip 
tree (GS-tree) [2,15] indexes historical position data of 
moving objects using a constrained graph that is defined by 
vertices and edges as in MON-tree. 

 

2.3 Trajectory-Oriented Access Methods 

This category of access techniques focuses on 
trajectory-oriented queries on historical spatiotemporal 
data. TB-tree, SETI, SEB-tree, CSE-tree, Polar-tree and 
RTR-tree fall into this category. Trajectory-bundle tree 
(TB-tree) [1,16] structure is similar to R-tree and is an 
extension of STR-tree [7]. A leaf node of a TB-tree stores 
line segments of same trajectory. The drawback is that line 
segments belonging to the trajectories of spatially co-
located moving objects are maintained in different nodes 
of TB-tree. Scalable and Efficient Trajectory Index (SETI) 
[1] creates static, non-overlapping partitions for spatial 
dimension. The trajectory segments within each partition 
are indexed using R-tree. Start/End timestamp B-tree 
(SEB-tree) [1] divides the space into zones. It indexes each 
zone. The zones may overlap. A hash function that is based 
on both timestamps of a moving object is used to hash the 
object into its zone. Compressive Start-End Tree (CSE-
tree) [2,17] divides the space into disjoint cells and 
maintains a time for each spatial cell. It is used in GPS data 
sharing applications. Polar-tree [2] is used to index 
orientations of moving objects to a given focal point to 
detect the objects which get closer or move away from the 
focal point. RTR-tree[2,18] is based on R-tree. It is used to 
index trajectories of objects which are moving in symbolic 
indoor space. The RFID readers are used to gather position 
data of the moving objects. HBSTR-Tree [19] is a hybrid 
index structure comprising spatio-temporal R-tree2, B-tree 
and hash table. It is used for trajectory databases. 

III. INDEXING THE CURRENT POSITIONS 

The idea of the “current” positions [1] is challenging in 
database systems. Spatiotemporal index methods that 
support queries involving current positions data are 2+3 R-
tree, 2-3 TR-tree, LUR-tree, LUGrid, RUM-tree and 
IMORSS. The 2+3 R-tree [1] maintains two R-trees. First 
one is used to index two dimensional current positions of 
the moving object. Second one is used to index the 
trajectories in spatial and temporal dimensions to maintain 
the history of the moving objects.  The trajectories are built 
for updated current objects in three dimensions. Then the 
objects are inserted into the second R-tree and deleted from 
the first R-tree. The 2-3 TR-tree [1] is similar to the 2+3 R-
tree except that its three dimensional R-tree does not 
maintain the trajectories. It maintains only multi-
dimensional points. It uses the underlying structure of TB-
tree to answer trajectory-oriented queries. The Lazy 
Update R-tree (LUR-tree) [1] is only concerned with the 
current locations of the objects. It stores no historical data. 
The Lazy-Update Grid-based (LUGrid) [2,20] index uses 
grid file for lazy insertion and deletion. The positions of 
moving objects are updated frequently through the grid 
file.  The current object identifiers are tracked in LUGrid 
using in-memory data structures. The R-tree with Update 
Memo (RUM-tree) [2,21] manages frequent updates to 
locations of moving objects by inserting the object in the 
new position without touching its old location. The 
obsolete entries in the RUM-tree are removed by lazy 
garbage cleaner. Indexing Moving Objects on Road 
Sectors (IMORS) [2,22] is used to index current locations 
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of moving objects on a fixed route network. R*-tree [3] is 
used in IMORS to index road sectors. 

IV. INDEXING THE FUTURE POSITIONS 

It is required to have extra data like destination and 
speed of a moving object to predict its future locations in a 
variety of ways such as the original space-time continuum, 
transformation methods and parametric spatial access 
methods. 

4.1 The Original Space-time Continuum 

The moving object in one dimensional space can be 
modeled using linear equation pt = vt + c where v is the 
constant velocity, c is a constant for the starting position of 
a moving object and pt is the predicted location at time t. 
The predicted locations of moving objects can be 
computed and represented in the original spatiotemporal 
space. PMR-quadtree [23] and MOVIES [24] follow this 
approach. PMR-quadtree [23] for moving objects indexing 
destroys whole index structure and rebuilds it again when 
an update to moving objects occurs. In this way, it only 
maintains current PMR-quadtree. Moving objects indexing 
using frequent snapshots (MOVIES) [24] uses linearized 
kd-trees [3] to index locations of moving objects for 
supporting predictive queries on the moving objects. 

4.2 Transformation Methods 

These methods transform original time-space domain 
into another space representation to ease the representation 
and querying of the data in future. Duality transformation 
[1,25], SV-Model, PSI, STRIPES, Bx-tree, By-tree, ST2B-
tree, Bdual-tree and BdH-tree are transformation methods 
based indexing techniques [2,1]. Duality transformation 
[1,25] represents the equation pt = mt + n as a point (m, n) 
in a dual two dimensional space in which horizontal 
dimension is the velocity m and vertical dimension is the 
reference location n. KD-tree [3] based spatial index is 
used instead of an R-tree in the dual space due to highly 
skewed nature of the distribution. SV-model [1] represents 
a moving object using four parameters - starting position, 
starting timestamp, initial velocity and destination. The 
horizontal dimension in the dual space representation is 
starting time and the vertical dimension is the destination. 
It assumes starting position and Velocity as constants. The 
dual space is indexed by SS-tree. PSI [1,26] approach uses 
an R-tree to index three dimensional space for modeling 
trajectories. The three dimensions correspond to reference 
location, velocity and time. STRIPES [2] models positions 
of a moving object using a linear function in n-dimensional 
space and predicted locations of the moving object in n-
dimensional space are transformed into points in a two 
dimensional dual space. It maintains two different indexes 
using PR-quadtree. These two indexes correspond to first 
and second half of time intervals of the moving object. Bx-
tree [2] is an extension of the B+-tree for indexing moving 
objects. By-tree [2] is an extension of the Bx-tree. It uses 
different update frequencies for each moving object. 
ST2B-tree [2] indexes the future positions of moving 
objects in a manner similar to Bx-tree. It improves Bx-tree 
by handling data skewness in both spatial and temporal 

dimensions. Bdual-tree [2] represents both d-dimensional 
positions and velocities in a dual two dimensional space. It 
is built on Bx-tree. BdH-tree [2] builds on Blink-tree 
instead on Bx-tree. The internal nodes of Blink-tree at the 
same level are linked.   

The transformation methods have some drawbacks. The 
entire data in the primal space may not be captured in the 
dual space. It is not guaranteed that objects which are near 
in original space continue to be near in dual space. 

4.3 Parametric Spatial Access Methods 

Parametric bounding rectangles are used in these 
methods to index the original time-space.  These rectangles 
are represented as functions of time in such a way that the 
enclosed moving object in the rectangle remains to be in 
the same rectangle. TPR-tree, PR-tree, VCI R-tree, STAR-
tree, REXP-tree, TPR*-tree, STP-tree and ANR-tree fall into 
this category. Time Parameterized R-tree (TPR-tree) [1,27] 
constructs conservative bounding rectangles in R-tree. 
They enclose a set of moving points. PR-tree [1,28] is 
similar to TPR-tree except that it represents the moving 
object as spatial extents. Velocity Constrained Indexing R-
tree (VCI R-tree) [1] imposes a restriction on maximum 
speed of moving objects. It is capable of addressing the 
problems in continuous queries execution. Spatio-
Temporal Self Adjusting R-tree (STAR-tree) [1] is same as 
TPR-tree except that it is able to self adjust without user 
input when the query performance degrades. REXP-tree [1] 
has extended TPR-tree to use expiration times to manage 
moving objects. The expired entries are removed from the 
index using a lazy technique. TPR*-tree [1] is same as 
TPR-tree except that it uses insert and deletion algorithms 
of R*-tree. TPR-tree and TPR*-trees are generalized in 
Spatio-Temporal Prediction Tree (STP-tree) [2]. Future 
locations of moving objects are indexed using arbitrary 
polynomial type moving functions in STP-tree. Adaptive 
Network R-tree (ANR-tree) [2,29] is used to index future 
trajectories of objects moving in a constrained network. 

V. INDEXING PAST, PRESENT AND FUTURE POSITIONS 

RPPF-Tree, PCFI+ - index, BBx-index, UTR-tree, 
STCB+-tree and PPFI index structures fall into this group. 
RPPF-tree [2,30] indexes locations of moving objects at all 
timestamps. The past positions of a moving object are 
captured in RPPF–tree by the application of partial 
persistence to the TPR-tree. The future locations are 
calculated using interpolation of the past locations of a 
moving object using a linear function. The time-
parameterized bounding rectangle (TPBR) in RPPF–tree is 
used for current time. The past-current-future-index (PCFI) 
[2,30,31] is built using TPR*-tree and SETI. Moving 
object space is split into non-overlapping cells in PCFI. 
Present locations and velocities of a moving object are 
indexed using TPR*-tree and is maintained for each cell. 
PCFI indexes historical data using a sparse on-disk R*-
tree. BBx-index [30,32] uses Bx-tree to support the present 
and future. Uncertain Trajectory R-tree (UTR-tree) [2] is 
an extension of the MON-tree with uncertainty that 
belongs to a constrained network. Spatio-Temporal 
Compressed B+ - tree (STCB+ - tree) [2] indexes 
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trajectories of moving spatiotemporal objects using 
multiple compressed B+-trees. PPFI [2] indexes road 
network using 2D R*-tree. It uses hash structure to predict 
near-future locations and to describe the recent states of 
moving objects. 

VI. INDEXING AGGREGATE HISTORICAL SPATIOTEMPORAL 
DATA 

Many real-life applications need to access summarized 
spatiotemporal data. Pre-aggregation of raw data is 
required in these applications due to involvement of huge 
amount of spatiotemporal data organized in 
multidimensional data structure. Both spatial and temporal 
dimensions can be associated with dimension hierarchies. 
Queries require aggregation of the data along the 
dimension hierarchies to satisfy some of the query 
conditions. Various indexing structures [33,34] for 
spatiotemporal aggregate data are aR-tree, a3DR-tree, 
aRB-tree, aHRB-tree and a3DRB-tree. The original R-tree 
is extended in aggregate R-tree (aR-Tree) [33,34]. Each 
intermediate node in R-tree is augmented with storage of 
aggregated data for sub-branch under the node. aR-tree is 
generalized to three dimensional space in aggregate 3DR-
tree (a3DR-tree) [33,34]. Both temporal and spatial 
dimensions can be indexed simultaneously in a3DR-tree. 
The drawbacks of a3DR-tree are its huge size that impacts 
query performance and wasting storage area by storing 
MBR for each change in aggregate data. The problems in 
a3DR-tree are rectified in aggregate RB-tree (aRB-tree) 
[33,34] by using R-tree to index aggregate spatial data and 
creation of a B-tree to each entry of the R-tree for storing 
historical aggregate data. If finest granularity in spatial 
dimension is considered, the regions become volatile. An 
approach to handle volatile regions is the creation of a new 
R-tree for each change. The aggregate Historical RB-tree 
(aHRB-tree) [33,34] is a combination of aRB-trees and 
HR-trees. The valid period of a spatiotemporal object 
during its lifespan is indicated by each node in HR-tree. A 
node is duplicated in HR-tree for each change in its entries. 
This causes redundancy of data in aHRB-tree. The 
aggregate 3DRB-tree (a3DRB-tree)[34] eliminates the data 
redundancy problem in aHRB-tree by combining 3DR-
trees and B-trees. 

VII. MISCELLANEOUS INDEXING STRUCTURES 

Other indexing structures are Po-tree [35,36] and 
AIRSTD [35]. Po-tree is used to index real-time 
spatiotemporal data. It uses Kd-tree to index spatial aspects 
and B+ - tree to index the temporal aspects of the data. 
AIRSTD is an acronym for “Approach for Indexing and 
Retrieving Spatio-Temporal Data”. It is a combination of 
‘Change Temporal Index’ (CTI) and R-tree. CTI is used 
for temporal data indexing and R-tree is used for indexing 
spatial aspects.  

VIII. CONCLUSIONS 

All the spatiotemporal data indexing structures for 
accessing spatiotemporal data are collected and reviewed 
in this paper. They are organized into different categories 

and their purpose, focus and basis on which they are built 
is described. Indexing structures suitable for timestamp 
queries, range queries, trajectory queries and aggregate 
queries are specified. Standard bench mark datasets for 
evaluation and comparision of various spatiotemporal 
indexing structures are need of the hour to establish future 
direction for further research. 
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Abstract—The image viewers do not consider specific 
requirements and scalability for the efficient encoding and 
decoding for easy transmission of images in many 
applications. This paper presents highly scalable Set 
Partitioning in Hierarchical Trees (SPIHT) algorithm for 
Digital Imaging and Communications in Medicine(DICOM) 
images. This algorithm is implemented using scalable line 
based Discrete Wavelet Transform(DWT) encoder and 
decoder. The performance metrics Mean Square Error 
(MSE) and Peak Signal to Noise Ratio(PSNR) are considered 
for achieving the high quality and scalable lossless image 
compression. This algorithm is also compatible   with many 
heterogeneous networks. 
  
Index terms—MSE, PSNR, DWT, Image compression, 
SPIHT, DICOM images  

I. Introduction 

The medical applications requires some standards for 
the memory storage purpose and for easy transmission [1]. 
The DICOM standard was developed to provide storage 
and some methods for easy transmission. The DICOM 
format has a header and a field in this header. The header 
always contains information about the patient, the image 
and imaging modality. The header field contains the 
‘Transfer Syntax Unique Identification’. This identification 
gives the type of  Image compression technique which is 
used Compress the image data. The main disadvantage of 
the DICOM image is requires  higher band width for  
transmission because usually the DICOM pictures and 
images  are in uncompressed format and occupies more 
storage space. Presently, DICOM standard supports to 
different compression methods like lossless JPEG, lossy 
JPEG, JPEG-LS (lossless and near lossless), JPEG-2000 
and run-length coding (RLE) [2]. In this paper, a 
progressive transmission coder, namely, set partitioning in 
hierarchical trees (SPIHT) method used to compress the 
DICOM images.  

The aim of the work  is to design an application  for the 
easy accessing of DICOM images in any networks like 
UMTS, GPRS heterogeneous networks and so on. These 
DICOM images are compressed by systematically using of 
DWT and SPHIT techniques. The wavelet-based set 
partitioning in hierarchical trees (SPIHT)  image coding 
algorithm generates a continuously scalable bit stream. 
This means that the images at various bit-rates and quality 
can be produced from single encoded bi stream, without 

any drop in compression. When a target rate or 
reconstruction quality has been reached then decoder 
simply stops decoding.  

II. Discrete Wavelet Transform 
The most important part which identifies many signals 

is the low-frequency content and the high-frequency 
content imparts details to the signal. The details and 
approximations are obtained after filtering in wavelet 
analysis. The details are high frequency components of the 
signal and low-scale whereas the approximations are the 
high-scale and low frequency components of the signal. 
When the original signal passes through two 
complementary filters it emerges two signals and it 
produce doubling of samples, then down-sampling is used 
to prevent this problem. The DWT coefficients re produced 
by the process on the right which includes down sampling. 
The decomposition is taken place on a signal, which is 
broken into many low resolution components. This entire 
successive approximated process is called wavelet 
decomposition is shown in figure 1. 
 

 
Figure 1: Decomposition in multi level 

A)  Wavelet Reconstruction 

The Inverse Discrete Wavelet Transform (IDWT) is 
used for achieving the reconstruction of the image. The 
values are first up-sampled and then passed to the filters. 
The basis of the wavelet analysis is filtering and down-
sampling, whereas up-sampling and filtering are the basis 
of the wavelet reconstruction process. The Up-sampling 
process means simply inserting the zeros between adjacent 



ISSN 2277 – 3916                 CVR Journal of Science and Technology, Volume 8, June 2015 

  CVR College of Engineering   7 

samples then length of the signal component is increases. 
The original signal after up-sampling can be reconstructed 
from the coefficients of the approximations and details. 
Finally an approximated  and detaild reconstructed signal 
with same length of the original signal is produced. These 
reconstructed details and approximations are known to be 
true constituents of the original signal. The down-sampling 
process is used for producing the details and 
approximations which are only half the length of the 
original signal. So, they cannot be directly combined to 
reproduce the signal [4]. Therefore, the approximations 
and the details are required to reconstruct before 
combining them. The reconstructed signal is represented as 
in figure 2. 
 

 
Figure 2: Signal components after reconstruction 

 
The two-dimensional (2-D) wavelet transform can be 

extended from 1-D wavelet transform using separate 
wavelet filters. The 2-D wavelet transform of any signal 
can be obtained by using 1-D wavelet transform only. First 
by applying a 1-D wavelet transform to all the rows of the 
given signal, then same 1-D transform repeating on all 
columns of the signal [5]. The single level (K=1) 2-D 
wavelet transform of the original signal, with 
corresponding notation is shown in the Figure 3. 
 

 
Figure 3: Single level sub band labeling scheme 

The three level (K =3) wavelet expansion by repeating 
the same procedure is shown in Figure 4.  

 
The highest level of the decomposition of the wavelet 

transform is represented by K in all discussions. 
 

 
Figure 4: single level sub band labeling scheme 

The 1-D version of decomposition is extended by the 2-
D sub band decomposition. The 1-D  decomposition 
method takes place two times; The first decomposition is 
taken place in horizontal direction and the second 
decomposition is in the orthogonal direction. The 
horizontal low pass sub bands(Li)  further decomposed in 
the vertical direction, those are LLI and LHI sub bands.  In 
the similar way high pass sub band (Hi) is further 
decomposed into HLi and HHi. After this process using the 
same method it is possible that the LLi sub band can be 
further decomposed into four sub bands and this produce 
multiple decomposition and multiple transform levels. The 
first level decomposition results the four sub bands are  
LL1, HL1, LH1 and HH1 which is shown in the figure 4. 
In the second level LL1 is further decomposed in to set of 
four sub  bands LL2, HL2, LH2 and HH2. Next  the sub 
band LL2 is used for the third level of transform or 
decomposition. In any band, the low-resolution sub band is 
LLi and sub bands LHi, HLi, HHi are the high-pass sub 
bands which represent the horizontal, vertical and diagonal 
sub band because they represents the residual information 
of the original image in the horizontal, vertical and 
diagonal directions respectively.  

The four sub bands which are low-resolution, 
horizontal, vertical, and diagonal produced by applying the 
one-dimensional transform first along the rows and then 
along the columns to obtain a two-dimensional wavelet 
transform. At each level, the wavelet transform can be re-
applied to the low-resolution sub band to next de-correlate 
the given image. The sub band conventions, image 
decomposition and the defining levels used in the AWIC 
algorithm which is illustrated in Figure 5. The final 
configuration contains a less low-resolution sub band. The 
original image data is referred by using phrase level 0. The 
original image data (level 0) is treated as a low-pass band 
when the user requests zero levels of transform and 
processing follows as its natural flow. 
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Figure 5: Image decomposition after wavelet transform 

On each source image, the wavelet transformation is 
applied and the fusion decision map is generated. Using 
this map the fused wavelet coefficient map is generated 
from the original image wavelet coefficient. Then the fused 
image can be obtained from inverse wavelet transform. 
The fusion rules play a vital role in fusion process as 
explained in Figure 5. 

III. Set Partitioning In Hierarchical Trees 
The wavelet-based SPIHT image coding algorithm 

generates a continuously scalable bit stream. This means 
that the images at various bit-rates and quality can be 
produced from single encoded bi stream, without any drop 
in compression. When a target rate or reconstruction 
quality has been reached then decoder simply stops 
decoding. In the SPIHT algorithm, using hierarchical 
wavelet decomposition the image is first decomposed into 
a number of sub bands. Figure 6 shows the sub bands 
obtained for two-level decomposition. The spatial 
orientation trees are obtained by grouping the sub band 
coefficients, which is used for avoiding the correlation 
between the frequency bands. From the coefficients with 
highest magnitude the spatial orientation trees are coded 
bit plane by bit plane to the lowest pyramidal level. For 
further compression Arithmetic coding can also be used. 

In general, the number of levels in the decomposition 
increases gives better compression results but the 
improvement becomes negligible beyond 5 levels. In 
practice the image dimensions limits  the number of 
possible levels of decomposition because the wavelet 
decomposition can only be applied to images with even 
dimensions. The 5 level decomposition gives slight 
improved results using arithmetic coding only. To 
compress the  binary file, a known prior information is 
required about  the structure and  properties of the image 
file and to exploit the abnormalities we have to assume the 
consistencies. The wavelet  transformation produce the 
information about the image file then  it is  represented in a 
binary tree format. The tree contains a  root and branches, 
where root  with high probability of containing pixel 
magnitude level than that of the branches pixel magnitude. 
From this information, the  algorithm is defined and named 
as the Set Partition in Hierarchical Tree (SPHT) algorithm. 
 

 
Figure 6: Spatial orientation tree by 2-level wavelet decomposition. 

A)  Set Partitioning Algorithm 

The SPHT algorithm does not transmit the contents of  
the pixel values, or the pixel coordinates and  the sets 
directly. It  transmits only the decisions made in each  and 
every step of the progression of the trees. Then these 
decisions  define the structure of the image.  These 
decisions gives the information of the pixel values , points, 
outcomes and part of the tree. Actually pixel coordinates 
are defined the part of the tree and pixel value defined by 
decision points and their outcomes.  Finally, from these 
decisions the decoder also uses identical algorithm. This 
algorithm easily identifies the decisions and creates the 
identical sets as encode 

The SPIHT part that gives the pixel values is the 
comparison of each pixel value. These pixel values 
designated to 2n < ci,j < 2n+1  with each pass of the 
algorithm by decreasing value of n. The decoder get the bit 
values each single value of n  without any passing of pixel 
values. Then the magnitude of the compression can be 
controlled. For the sufficient number of n value, many 
information loops being passed with less error  and for the 
small n value more pixel variation will be tolerated. Here 
ci,j < 2n is a significant pixel value for given pass. Like this 
pixel values and coordinates are sorted by “significant’ and 
“insignificant “ tags. By using these significant and 
insignificant tags all the pixels are placed into partition 
sets. The problem with multiple times of  traversing 
through all pixel values  would take more time and 
inefficient.  

Therefore to overcome the above problem  the SPIHT 
algorithm is considered. In this algorithm, tree sort 
simulation is takes place only traverse into the tree as 
much as needed on each pass. This entire work is done by 
wavelet transform only. This wavelet transform produces 
properties of the image. Which are required for the 
algorithm. This algorithm  "tree" is constructed  as having 
the root at the very upper left most pixel values and  this 
again extending downwards  into the image. In this tree, 
the each node having four off spring nodes(See figure 6). 
The SPIHT method is an important advance method for  
image compression. It is not an extension from the 
traditional methods.  

In image coding field, the image-coding using the 
wavelet transform is popular method. Generally so many 
coding algorithms are using wavelet transforms. But, there 
are two only successful, one is “embedded zero tree 
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wavelet coding” by Shapiro and the “set partitioning in 
hierarchical trees (SPIHT) “ by Said and Pearlman. These 
two methods are very efficient and are able to  reduce the 
block artifact than  current standard JPEG image 
compression [6]. 
 

 
Figure 7: The block diagram for DWT-SPIHT encoding and decoding. 

IV. Performance Evaluation 

The important parameter for the image compression is 
the compression efficiency. Which is defined and 
estimated by the ratio of the original image size over the 
compressed data size. 

The next parameter is complexity of an image 
compression algorithm. Generally  the complexity  is 
calculated  with respect to encoding and decoding process 
in the algorithm i.e the number of data operations required 
to perform both encoding and decoding processes. But, 
sometimes it  is expressed by the number of operations 
only.  

 
In general, any encoding and decoding methods some data 
will be lost. Hence, the distortion measurement is also an 
important criterion to find out  how much information has 
been lost. In image compression, the reconstructed image  
after compression is not exact replica of original image. 
This distortion is measured by the “mean square 
error(MSE)”. The mean square error is given by:  
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where xi is the original signal value and '
ix  is the 

reconstructed value . N is the total number of pixels.  
Mostly the MSE is measured in decibels for the lossy 
codec methods  that is called “Peak signal to Noise Ratio”. 
In this paper also the PSNR objective measurement  for 
compression methods. The PSNR is given as, 
 

 

 
where h is the height of the image and w is the width of the 
image.MAX= 255 is maximum pixel value. c is 
compressed image date of original image o. 

A)  Error Metrics  

Error metrics are used to compare the different image 
compression techniques. Two important error metrics 1) 

Mean Square-Error (MSE) and 2) Peak Signal-to-Noise 
Ratio (PSNR) are mostly used. The MSE gives the 
cumulative squared error between the original image and 
the compressed image and the PSNR shows the peak 
error[7]. 

The MSE and PSNR are given by, 

 

 

V. SIMULATION RESULTS 

The MATLAB code  for Discrete wavelet transform is 
simulated. In this the original image is decomposed into 
high and low frequency signals. Next, the SPHIT 
algorithm  encodes the resulting image of discrete wavelet 
transformation and sent to decompressing. The 
decompressing section consist of decoding and inverse 
discrete wavelet transform. Finally the approximated or 
reconstructed image to the original image is  produced by 
the SPHIT.  

The entire procedure, MATLAB code execution and the 
corresponding simulation results are shown in the 
following figures. The figure .8 represents the  GUI 
(Graphical User Interface) window. In this window a 
DICOM image is browsed and the cho as in the figure .9. 

 

 

Figure 8: GUI Window after execution of code. 
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Figure 9: GUI window after browsing the image 

In the GUI,  by using the Encode tab  the selected 
DICOM image is transformed into four sub-bands by 
Discrete Wavelet Transform. The resultant sub-bands are 
separated by low and high signals. Then, the transformed 
image is converted into bit-stream by encoding using 
SPIHT as shown infigure10 

 

 
 

Figure 10: GUI window after encoding process 

 

 
 

Figure 11: GUI window after encoding and ready for decoding process 

 At the receiving end the bit-stream is decoded and 
produce reconstructed image. Actually, the image is shown 
before decoding but the window is showing after decoding 
the image as shown in figure 12.  

The figure. 13 represents the decompressed image or 
reconstructed image, which is almost the replica of the 
original image. This entire method provides lossless image 
with high compression ratio. 
 

 
 

Figure 12: GUI window after decoding process 
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Figure 13: GUI window after reconstructed image 

VI. CONCLUSIONS 

In this paper, we presented a line based Discrete wavelet 
transform which applied to the encoder and decoder to 
perform image compression. In this algorithm the encoder 
and decoder consists of same memory and symmetrical 
with respect to complexity. Based on these parameters 
highly optimized SPIHT coding algorithm with less 
memory along with line based transform is presented. 
Comparatively this algorithm given good performance than 
many image compression coding methods. In this work the 
computational complexity and memory is reduced by the 
implementation of a less memory wavelet image coder. 
This wavelet image coder is optimized in terms of speed 

and memory. The further speed improvements can be 
achieved by using lifting steps or lattice factorization of the 
wavelet kernel. 
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Abstract - There is always a search for digital modulation 
technique that has efficient bandwidth and low bit error rate 
at a relatively low signal to noise power. Considering this 
requirement, in this paper we provide a general theoretical 
analysis of various M-ary PSK modulation for  
M = 2,4,8,16,and 32,  M-ary QAM for M=4,16 and 64 and M-
aryDPSK for M=2 and 4 using MATLAB Simulink taking 
BER as measure of performance when the system is subjected 
to Additive White Gaussian Channel. In this paper we take 
up bandwidth efficient linear digital modulation  schemes and 
compare its performance based on their theoretical BER over 
AWGN  and  proves that increasing the value of M results in 
increase of BER with the increase in data rate. 
 
Index terms - Bit error Rate (BER),Additive White Gaussian 
Noise (AWGN), M-ary PSK,  M-ary QAM, M-ary DPSK and  
Signal-to Noise Ratio (SNR). 
 

I. INTRODUCTION 

In digital communications industry the latest 
mathematical softwares can be used to increase the 
performance of digital system with several modulation 
techniques in digital like  ASK (Amplitude Shift Keying), 
FSK(Frequency Shift Keying), PSK(Phase Shift Keying) 
PSK and QAM (Quadrature Amplitude Modulation) 
schemes. This paper contains both coherent and non 
coherent detection schemes. In later scheme, prior 
knowledge of the channel impulse response is unknown at 
the receiver. The phase of the received signal y is 
uniformly distributed between 0 and 2pi.This signaling 
scheme fails completely in the absence of noise. So this 
scheme is not a suitable method of detection especially in a 
fading environment. In coherent detection the receiver has 
sufficient knowledge about the channel impulse response. 
Pilot transmission technique is used to estimate the channel 
impulse response at the receiver. Equalization process 
gives the desired transmitted symbols (‘x’) from the 
receiver signal (‘y’) by using the following equation. 

)(z+x=
h

n+hx
=

h

y
=y 1ˆ  

Where z is an AWGN noise except for the scaling factor 

1/h.  

 

A. Bit Error Rate (BER) 

Due to noise, distortion, interference, or bit 
synchronization errors are introduced in Digital 
transmission scheme. The Bit Error Rate  (BER) is the 
number of bits in error divided by the total number of 
transferred bits during a studied time interval. BER is a 
unit less performance measure. The bit error rate Pb is 
given by 
 

b

Number of bits in error
Bit Error Rate(P ) = ( )

Total number of transfered bits
2  

Each modulation scheme performance can be measured 
by using probability of error with additive white gaussian 
noise. High data rate like 16-PSK can transmit four bits per 
symbol. To achieve a low BER, high power is not required. 
Modulation schemes are capable of delivering more bits 
per symbol are more immune to errors caused by noise and 
interference in the channel in communication system. Due 
to the increase of number of users, the mobile terminal is 
subjected to mobility. Thus the application of higher order 
modulations becomes a hot topic for many researches. 

B.  AWGN (Additive White Gaussian Noise) Channel  

Generally noise is an  unwanted signal presents in  
systems and the term additive indicates  the noise is  
superimposed to the signal that tends to  corrupt the signal 
where it will limit the rate of message  transmission  and 
limit the receiver ability to make correct symbol decisions 
[1].The received signal is the combination of transmitted 
and AWGN noise. The mathematical equation for 
Gaussian probability distribution function p(z ) can be 
written as  
 

 
Thus, AWGN is generated by thermal motion of 

electron in all dissipative electrical components like 
resistors, wires and so on. Mathematically, this  noise is 
described by a zero-mean Gaussian random process where 
the random signal (z) is a sum of Gaussian noise random 
variable (n) and a dc signal (a) that is 

)(n+a=z 4  

Thermal noise Power Spectral Density (PSD) is flat for 
all frequencies and is represented as 

)(
N

=(f)Gn 5
2

0  
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Equation (5) gives power spectral density with two sides 
equally distributed for both positive and negative 
frequencies [1]. When noise power has a uniform spectral 
density, then  it is called as white noise. Since thermal 
noise is present in all communication systems with 
additive, white and Gaussian characteristics to model the 
noise in communication systems. 

 

Fig.1: Example of AWGN signal 

II. DIGITAL MODULATION TECHNIQUES 

A. M-ARY PSK Modulation 

In M-ary PSK BPSK ,QPSK ,8PSK,16PSK and 32PSK 
can be obtained by substituting M = 2,4,8,16,and 32. 

BPSK is the simplest forms of PSK techniques which 
gives better performance compared to ASK and FSK. In 
this modulation, information is conveyed by varying the 
phase of constant amplitude carrier signal between two 
states which are separated by 180 degrees, i.e., the phase of 
carrier changes between 0 and 180degrees.  
 

 

Fig.2: Constellation Diagram for BPSK 

 
From Figure.2 symbols represents the constellation points 
of the signal. BPSK modulated signal is given by  

1,02cos1 forTtt)πf(A=(t)S c ≤≤                  

)(forTtt)πf(A=(t)S c 60,02cos1 ≤≤−  

these two signals have the same frequency and energy. 
BPSK bandwidth efficiency is more but  low  compared to 
other Mary PSK techniques. Low symbol rate of BPSK is  
not suitable for high data rate applications. This is mainly 
used for deep space telemetry. To avoid spectral spreading 
filtering can be employed. 
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Fig. 3: BPSK Simulink Model 

 
Figure.3 shows the Simulink based Binary Phase Shift 

Keying. In this model we used Bernoullis Binary data 
Generator,BPSK Modulator and Demodulator, Additive 
White Gaussian Noise Channel and Error Rate Calculation 
Blocks. All these block are collected from MATLAB 
Simulink Communication Block Set.   
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Fig.4: Bit error rate probability for BPSK over AWGN 

Figure.4 shows the performance analysis of BPSK 
modulation over AWGN channel. It shows that the 
probability of error Vs Eb/No for BPSK. 
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Fig.5: Theoritical vs Simulated analysis of BPSK over AWGN Channel 

using Simulink. 
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Figure.5 shows that the comparative analysis of 
theoretical and simulated Bit error rate for BPSK 
modulation over Additive White Gaussian Noise channel.  

B. Quadrature Phase Shift Keying (QPSK) 

QPSK is widely used in different applications as it does 
not suffer BER degradation. Like BPSK, information in 
QPSK is conveyed by shifting the phase of carrier.  

The only difference is, the phase of carrier in this case is 
shifted between four different states separated by 90 
degrees each. It has 4 states, two states are inphase 
component  values and other two are quadrature  
component  values. 

 

 
Fig.6: QPSK constellation diagram 

Figure.6 shows that 4 constellation points with a phase 
difference of 90 degrees and equispaced around a circle.  It 
encodes two bits per symbol which helps to reduce BER. 
QPSK provides same data rate as BPSK for half the 
bandwidth needed by BPSK. But the complexity of 
transmitters and receivers is the major problem in QPSK. 

 

Fig.7: QPSK Simulink Model 

Figure.7 shows simulink Model for Quadrature Phase 
Shift Keying. In general  the  MPSK signal  is given by 

)()
M

πn
+tπf(

T

E
=(t)S c

s

s
n 7

2
2cos

2
 

for QPSK technique M = 4 and n=1, 2, 3, 4. 

The above equation with additional phase  of  can be 
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So it consists of 4 constellation points given by 
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Fig. 8: Bit error rate probability for QPSK over AWGN 
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Fig.9: Comparative analysis of QPSK over AWGN Channel using 

MATLAB Simulink. 
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Figure.8 and 9 shows the theoritical and simulated bit 
error rate probability for QPSK over AWGN channel using 
MATLAB Simulink. 

By substituting M=4 we obtain the value of 
Ps for QPSK. BER for BPSK is same as that of QPSK 
except channel bandwidth. It uses only half of the channel 
bandwidth and it transmits information at twice the bit 
rate of a BPSK system [5]. So it is mostly used in practice. 
The advantage of QPSK modulation is reduced bandwidth 
with increase in number of bits per symbol and 
disadvantage is that BER increases with increase in 
number of bits per symbol. 

 
Fig.10: 8PSK Simulink Model 

The 8PSK can be obtained by substituting M=3 and is 
also known as Octa Phase Shift Keying. The Bandwidth 
for OPSK is fb/3. Fig.11 shows the probability of error Vs 
Eb/No for OPSK. 
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Fig.11: Bit error rate probability for 8-PSK over AWGN  
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Fig.12: Comparative analysis of 8-PSK over AWGN Channel using 

MATLAB Simulink. 

 
 

Fig: 13:16-PSK Simulink Model 

Figure 13 shows the simulink model for 16-PSK and 
figure 14 and 15 shows the Theoritical and Simulated Bit 
Error Rates over AWGN Channel. 
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Fig.14: Bit error rate probability for 16-PSK over AWGN 
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Fig.15: Comparative analysis of 16-PSK over AWGN Channel using 

MATLAB Simulink. 

The 16-PSK is also known as Hexa phase shift keying. 
The Bandwidth for 16- PSK is fb/4. In this modulation the 
probability of errors and number of bits per symbols 
increases with  the value of M. The constellation points 
come closer as the distance between them decreases. 
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Fig.16:32-PSK Simulink Model 
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Figure.16 shows the Simulink Model for 32-PSK and 
figure 17 and 18 shows the comparative analysis of 
theoritical and simulated bit error rates.  
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Fig.17: Bit error rate probability for 32PSK over AWGN 
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Fig.18: Comparative analysis of 32-PSK over AWGN Channel using 

MATLAB Simulink 

DBPSK and DQPSK simulink model, theoritical and 
simulated bit error rate performances are shown in figure 
19,20,21,22,23 and 24. 
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Fig.19: DBPSK Simulink Model 
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Fig.20: Bit error rate probability for DBPSK over AWGN 
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Fig. 21: Comparative analysis of DBPSK over AWGN Channel using 

MATLAB Simulink 
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Fig.22: DQPSK Simulink Model 
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Fig.23: Bit error rate probability for DQPSK over AWGN 
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Fig.24: Comparative analysis of DQPSK over AWGN Channel using 

MATLAB Simulink 

C. Quadrature Amplitude Modulation (QAM) 

QAM transmits message by changing certain parameters 
of the carrier signal. In Quadrature Amplitude Modulation, 
amplitude is allowed to vary with phase,it is combination 
of ASK and PSK.But, implementation of this task is quite 
different. Unlike other techniques it Use s two quadrature 
carrier signals which are out of phase with each other by 
90degrees. It transmits information by changing the 
amplitude of two carrier signals using ASK modulation 
technique.  QAM can also be extended to M-QAM as 
16QAM, 32QAM, 64QAM [2]. M-ary QAM modulation is 
more efficient than BPSK and QPSK. 
 

 
Fig.25: QAM Constellation 
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Fig.26: Simulink based M-ary QAM 
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Fig.27: Bit error rate probability for 4QAM over AWGN 
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Fig.28: Comparative  analysis of 4QAM over AWGN Channel using 

MATLAB Simulink 

 

 
Fig.29:16-QAM Constellation 

Similarly in other variations 16QAM four bits per 
symbol and symbol rate is one fourth of bit rate. 64QAM 
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six bits per symbol and its rate is one sixth of bit 
rate.Additive White Gaussian Noise (AWGN) Channel is 
widely used to analyse the modulation schemes in 
communication systems [3]. AWGN channel just adds a 
Gaussian noise to the signal passing through it without any 
loss of amplitude and phase distortion of frequency 
components. In this the received signal r(t) is sum of s(t) 
transmitted signal and White Gaussian noise n(t) 

)11(n(t)+s(t)=r(t)  

n(t) is sample function of Additive White Noise with 

probability density function(Pdf) and power spectral 

density as N(f) . 

)12(
2

0 ∞∞− <f<
N

=N(f)  

Here No is noise power density, an example of radio 
signal with AWGN noise signal is shown below with SNR 
of 20 dB. 
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Fig.30: Bit error rate probability for 16QAM over AWGN 
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Fig.31:Comparative  analysis of 16QAM over AWGN Channel using 

MATLAB Simulink 
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Fig.32:Bit error rate probability for 64QAM over AWGN 
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Fig.33: Comparative analysis of 64QAM over AWGN Channel using 

MATLAB Simulink 

Theoretical BER for various linear modulations 
as shown in Table.1   

Table 1: Theoretical BER over AWGN for various modulation techniques 
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Fig.34: Comparative analysis of bit error rate probability for various 
modulation schemes over AWGN. 

Fig.34 shows the comparison between BPSK, QPSK, 8-
PSK, 16-PSK, 32PSK, DBPSK, DQPSK, 4QAM, 16QAM 
and 64 QAM modulation schemes. The probability of error 
Vs Eb/No for the above mentioned digital modulation 
techniques are obtained graphically by using MATLAB 
simulation.32PSK gives better results than previous 
modulation techniques[4]. 

III. SIMULATION RESULTS 

The results of Bit Error Rate performance of M-ary PSK 
for M=2, 4,8,16 and 32 ,M-aryQAM for M=4,16and 64, 
DBPSK and DQPSK  obtained using MATLAB 
SIMULINK Communication  Toolbox. The overall 
comparative  analysis of  theoretical  and  simulated  
curves for BER vs Eb/ No (signal to noise 
ratio)for BPSK,QPSK,8PSK,16PSK,32PSK,DBPSK,DQP
SK,4QAM,16QAM and 64QAM over AWGN channel are 
given in Fig.34. 

 

 

IV. CONCLUSIONS 

In this paper the mathematical analysis and simulations 
using Matlab shows that the Bit Error Rate for the M-ary 
PSK, DBPSK,DQPSK and QAM modulation techniques 
decrease monotonically with increasing values of  
SNR(Eb/N0). In  QPSK system  data transmission rate is  
twice the bit rate of a BPSK system .  8-PSK  uses one  
third of the BW of BPSK and it  transmits message at 
thrice the bit rate of a BPSK system that is clearly 
observed from the simulation curves. It is clearly observed 
that as the number of number of M increases, the error 
probability also increases over AWGN channel. Thus these  
modulations exhibit higher error-rates. Increasing the data 
rate will increase the SNR, however, increasing Rb (Bit 
rate in bits /second) will also cause more noise , since more 
bits are packed closer and sent through the channel. So, we 
cannot increase SNR by simply increasing Rb.  

FUTURE  SCOPE 

The M-ary PSK can be implemented further by 
increasing  M value  by using more number of  bits per 
symbol in both MATLAB and Simulink.  
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Abstract—With the advanced technology being incorporated 
in automobiles, the acceleration in all the vehicles has been 
improved significantly. People using such vehicles have very 
little control on the upper speed limit of the vehicle while 
passing through small lanes, residential colonies as well as in 
speed restricted areas like school zones, banks, hospitals 
under construction areas etc. As a result the residents in such 
lanes had to resort to putting a number of speed breakers to 
avoid accidents. Erecting such speed breakers has many short 
term and long term effects both for the driver as well as the 
vehicle. Also, on main roads and highways, generally sign 
boards are kept which alerts the driver regarding speed limits 
at school zone, narrow road ahead, under construction area 
and so on so that the speed of the vehicle has to be reduced. 
But the driver of the vehicle either ignores the sign boards or 
the sign boards will not be visible due to the trees grown 
beside the road thereby covering the sign boards. Thus, there 
is a need to reduce the upper speed limit of vehicles. Also if 
this speed reduction is made possible without the intervention 
of the driver, the robustness of the action will be improved. 
Thus, this paper proposes the design of a wireless 
communication and control system that would control the 
upper speed limit of vehicles traveling on a certain road. The 
proposed system is simulated using Proteus 7 software and 
implemented using PIC Microcontroller (PIC16F877A), RF 
Module and other related components. 
 
Index Terms—alarm, driver, pic micro controller, roads, 
signboards, wireless communication system 

I.  INTRODUCTION   

Recent studies show that most of the road accidents are 
associated with excessive speed, carelessness of the drivers 
as well as the changes in the roadway i.e., frequent road 
construction work. Road accidents have become a big 
problem and a major cause of concern for the road traffic 
authorities, automobile industries and transport research 
groups. Thus, advanced driver assistance systems are 
incorporated in most of the vehicles today which allow the 
vehicle to communicate to the driver about the possibility 
of a collision through acoustic or visual signals produced 
by the vehicle. Future trends indicate that higher safety can 
be achieved by incorporating a large number of sensors 
both on the road as well as with the vehicle and through 
automatic driving controls. Cruise Control (CC) [3] is one 
of the driver assistance systems which can maintain a 
constant user preset speed. Adaptive Cruise Control (ACC) 
[1], [2], [4] which is addition to maintaining a constant 
user preset speed has the capability to maintain a safe 
distance from the preceding vehicles. But the major 

drawbacks of these systems are that the system is incapable 
of distinguishing between straight and curved parts of the 
road, the various speed limited restricted areas where speed 
has to be lowered to avoid accidents. A recently developed 
system known as Curve Warning Systems(CWS) uses a 
combination of Global Positioning System (GPS) and 
digital maps obtained from a Geographical Information 
System (GIS) which assess the threat levels of approaching 
a curve and alerts the driver quickly. Similarly Intelligent 
Speed Assistance (ISA) systems warns the driver about the 
inappropriate speed of vehicle using GPS and a digital road 
map containing information about the speed limits.  

 
Despite all these systems, unexpected road 

circumstances like speed breakers, road work, road 
diversions, traffic congestion, etc., requires the attention of 
the driver while driving and have a control over the upper 
speed of the vehicle. Thus, some system has to be designed 
which would have a control or reduce the upper speed of 
the vehicle without the intervention of the driver in such 
speed restricted areas. This paper proposes the design of 
such a wireless communication system [9] which 
incorporates an RF transmitter at such speed limit 
zones/restricted areas and an RF receiver in the vehicles 
which receives the signals and in turn trigger a controller 
to reduce the upper speed of vehicles without the 
intervention of the driver.  

 
The rest of the paper is organized as follows. Section II 

discusses the related work. Section III describes the 
proposed system with its working methodology and 
flowchart. Section IV discusses about the software used 
followed with the simulation results and section V gives 
the hardware results of the proposed system. The last 
section concludes the paper.    

II.  RELATED WORK 

Different types of sign boards displaying the upper 
speed limit such as no over taking, humps, sharp curves, 
school zones, etc., are placed at the speed restricted areas 
to alert the driver by the road transport authority 
department as shown in fig. 2.1. It is up to the driver to 
follow them and take necessary action.  
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Fig. 2.1. Picture Showing Speed Limit Sign Board at Sharp Curves 

In certain cases it also happens that the boards will be 
covered by trees that are growing beside the roads and will 
not be visible by the drivers as shown in fig. 2.2.  

 
Fig. 2.2. Sign Board Covered With Trees 

In order to avoid such situations one alternative is to 
incorporate CCS systems [3] also known as Speed Control 
or Autocruise or Tempomat in the vehicles. CCS is a 
system designed to automatically control the speed of the 
vehicle. It is a servomechanism system that takes over the 
throttle of the vehicle to maintain a steady speed asset by 
the driver. CCS is usually used for long drives across 
highways and sparsely populated roads which results in 
improved fuel efficiency. But when used on wet or snow 
and/or ice-covered roads, the vehicle may skid and results 
in driver losing control over the vehicle.  

An alternative to CCS is Adaptive Cruise Control 
System (ACCS) [1], [2], [4] which is an improved cruise 
control. It has an automatic braking or dynamic set speed 
type controls. The automatic braking allows the vehicle to 
keep pace with the other vehicle and uses either a radar or 
laser setup. Some of such systems are also equipped with a 
feature called forward collision warning systems which 
warns the driver of the vehicle about the speed of the 
vehicles in front of it when it gets too close. Dynamic set 
speed type uses GPS positioning system for speed limit 
signs due to which the driver is relieved from the task of 
being careful while accelerating, deceleration and breaking 
in congested traffics. As the acceleration and breaking are 
done in a systematic way, the fuel efficiency of the vehicle 
is improved. But such systems enable the driver to become 
careless which may lead to severe accidents if the system 
fails. 

In paper [5], authors have proposed a system to alert the 
driver about the speed limit at zones and to detect crashes 
automatically using GPS and GSM technology. The 
proposed work does not contribute for controlling the 
speed of vehicle without the intervention of the driver. 
Instead of controlling the vehicle speed automatically, the 
proposed system only alerts the driver about the speed 
limits and detects accidents.                                                            

In paper [6], authors have proposed a model to design an 
RF based speed control system for vehicles. But the system 
only alerts the driver by means of a buzzer and an LCD 

display regarding the zone in which the vehicle has 
entered. The system actually does not control the speed of 
the vehicle. By listening to the alarm, the driver himself 
should reduce the speed of the vehicle.    

  III. PROPOSED SYSTEM 

The proposed system is divided into two sections-the 
transmitter section at the poles in each zone and the 
receiver section at the vehicle as shown in fig. 3.1. &  

fig. 3.2 respectively. 

 
Fig. 3.1 Block diagram of the Proposed System- Transmitter Section 

 

Fig. 3.2. Block Diagram of the Proposed System-Receiver Section 

The transmitter section consists of a 433MHz ST-TX01-
ASK Hybrid RF Transmitter Module (STT-433),  GT12E 
Encoder and a Power Supply. 

ST_TX01-ASK is an effective low cost, small size 
transmitter module with a frequency range of 
315/433.92MHz, uses a supply voltage of 12V and 
generates an output power of 4 to 16 dBm. Fig. 3.3 shows 
the pin diagram of 433MHz ASK RF Transmitter.  

 
Fig. 3.3. Pin Diagram of 433 MHz RF Transmitter STT-433 
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HT12E 212 series of encoders are a series of CMOS LSIs 
for remote control system applications. These encoders 
operate on a supply voltage of 0.3V to 13Vand are capable 
of encoding information which consists of N address bits 
and 12_N data bits. Each address/data input can be set to 
one of the two logic states. The programmed address/data 
are transmitted together with the header bits via an RF 
transmission medium. The 212 series of encoders begin a 4-
word transmission cycle upon receipt of a transmission 
enable (TE). This cycle repeats itself as long as the TE is 
held low. Once TE returns to high the encoder output 
completes its first cycle and stops. TE is enabled by 
applying a low signal to the TE pin as shown in fig. 3.4. 

 

Fig. 3.4. Connections for HT12E Encoder 

The receiver section comprises of a 433MHz ST-RX02-
ASK Hybrid RF Receiver Module (STR-433), HT12D 
Decoder, PIC Microcontroller, Power Supply, DC Motor, 
Motor Driver (L293D), a buzzer and an LED. 

ST-RX02-ASK is an effective low cost module 
available at frequencies 315/433.92MHz. STR-433 is ideal 
for short range remote control applications and requires no 
external RF components except for the antenna. It uses a 
super regenerative AM detector to demodulate the 
incoming AM carrier. Fig. 3.5 below shows the pin 
diagram of 433MHz RF Receiver STT 433. 

 
Fig. 3.5. Pin Diagram of 433 MHz RF Receiver STT-433 

HT12D decoder belongs to 2 12 series of decoder whose 
operating voltage is 2.4V to 12V. Is is a low power, high 
noise immunity CMOS technology capable of decoding 12 
bits of information. These are paired with Holtek's 212 
series of encoders. For proper operation, a pair of 
encoder/decoder with the same number of addresses and 
data format should be chosen. The decoder receives serial 
addresses and data from a programmed 212 series of 
encoders that are transmitted by a carrier using an RF 
transmission medium. Fig. 3.6 below shows the 
connections for HT12D Decoder. 

 

Fig. 3.6. Connections for HT12D Decoder 

PIC Microcontroller (PIC16F877A) is an 8-bit 
microcontroller with 368 bytes of RAM, 256 bytes of 
EEPROM with a crystal oscillator operating at 20MHz and 
consists of 5 input/output ports viz. Port A, Port B, Port C,  
Port D and Port E. Each of the port can be used for a 
different function. Most of the ports can be used as either 
an input or an output port. Figure 3.7 below shows the 
architecture of PIC Microcontroller (PIC16F877A) and fig. 
3.8 shows its pin diagram. 

 
Fig. 3.7. Architecture of PIC Microcontroller (PIC16F877A) 

 
Fig. 3.8. Pin Diagram of PIC16F877A 

Motor Driver (L293D): It is a dual H-bridge motor 
driver integrated circuit. Motor driver acts as a current 
amplifier by taking a low current control signal and 
providing a high current signal which is used to drive the 
motors. With L293D, two DC motors can be driven 
simultaneously both in forward and reverse direction. 
Logic 01 and 10 will rotate the motor in clockwise and 
anticlockwise directions respectively whereas logic 00 and 
11 will stop it. Fig. 3.9a & 3.9b below shows the pin 
diagram and internal circuit diagram of L293D. 

 

Fig. 3.9a. Pin Diagram of L293D; Fig. 3.9b. Internal Diagram 

Buzzer: It is a sound source made up of piezoelectric 
sound component. By applying dc voltage between the 
electrodes of a piezoelectric diaphragm, mechanical 
distortions are caused due to the piezoelectric effect. To 
interface a buzzer the standard transistor interfacing circuit 
is used. Buzzer have a single tone and generates sound by 
using a battery as the power supply. Fig. 3.10 a & b below 
shows the picture of a buzzer and its transistor interfacing 
respectively. 
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Fig. 3.10a. Picture of buzzer; Fig. 3.10b. Buzzer with transistor 

interfacing Circuit 

LED: It is a semiconductor light source which is used as 
an indicator lamp in many devices.   

 
Fig. 3.11. Electrical Symbol & Polarities of LED 

Working Methodology 
The proposed system works in a simplex mode i.e., one 

way communication. When a vehicle enters a speed 
restricted lane such as a school zone, under construction 
area and so on the signal which is continuously radiated by 
the ASK RF transmitter section is received and decoded by 
the HT12D decoder and is applied as a triggering signal to 
the microcontroller. The flash unit or an LED connected to 
the circuit glows when valid data transmission occurs from 
transmitter to receiver. This indicator alerts the driver 
about the speed limit zone. Automatically without the 
intervention of the driver the upper speed limit of the 
vehicle is reduced. This actually happens when the 
microcontroller unit in turn triggers the control unit. In 
practice the control unit has to be the Electronic Control 
Unit (ECU) of the vehicle which controls the flow of fuel 
to reduce the speed of vehicle. But for the demonstration 
purpose, a vehicle is fabricated whose wheels are 
controlled by a dc motor driver and a dc motor. Thus, the 
control unit is replaced by a dc motor driver and a dc 
motor whose rotations are controlled and reduced on 
receiving a signal from the RF transmitter. 

 
Thus, without the intervention of the driver the speed 

can be reduced. In case the speed control unit i.e., the 
control unit fails the driver is alerted by a hooting 
mechanism or the alarm unit (buzzer). The buzzer starts 
sounding so that the driver has to manually take the 
necessary action i.e., reduce the speed. The buzzer 
continues to sound unless the speed is reduced. Once the 
vehicle comes out of the speed restricted zone, due to the 
absence of any radiated signal the speed of the vehicle 
comes back to its normal value. Fig. 3.12 gives the 
flowchart of the proposed system. 

 
Fig. 3.12. Flowchart of the proposed system 

IV. Simulation Results 

The proposed system is simulated using the Proteus 7 
software. 

Simulation Results: 
Fig. 4.1 shows a motor moving with the normal speed in 

the absence of any input data i.e., no signal being radiated 
by the transmitter. As the vehicle enters the speed 
restricted area then the input data is applied i.e., when the 
data key switch 1 to 4 is pressed then the speed of the 
motor is reduced accordingly and also the LED glows. 
This indicates that automatically the speed of the vehicle is 
reduced. The flash unit i.e., the LED alerts the driver about 
the speed restricted area and that he has no control over the 
upper speed limit of the vehicle.  

 

 

Fig. 4.1. Motor moving with normal speed when no data key is pressed 
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Fig. 5.1. Hardware Implemented Transmitter of the Proposed System 

V. HARDWARE RESULTS 

Fig. 5.1 shows the transmitter section of the proposed 
system. It comprises of a battery, four switches connected 
to the encoder which encodes the data and sends it through 
the RF transmitter. 
 

Fig. 5.2 shows the receiver module which has to be 
placed and interfaced with the vehicle. The designed 
module reduces and limits the upper speed of the vehicle 
as it enters into a speed restricted area. When the switch at 
the transmitter side is pressed the LED at the transmitter 
glows and indicates that the data is being transmitted as 
shown in fig.5.3. Also the LED at the receiver glows 
indicating that the data is received and decoded by the 
receiver section and automatically the speed of the vehicle 
(here motor) is reduced. 

 

 
Fig.5.2. Receiver part placed in the vehicle 

 

 

Fig. 5.3. LED Indicator Showing that One Key is Pressed 

VI. CONCLUSIONS 

The proposed system is realized using a dc motor and a 
motor driver using a PIC microcontroller instead of the 
ECU which controls the flow of fuel and reduces the speed 
of the vehicle. The proposed system can be implemented in 
real time and a working model can be developed which can 
be adapted by the automobile manufacturers and the road 
transport authorities. This system can prevent road 
accidents to a large extent as it avoids over speeding in the 
speed limit zones. It also takes care of wear and tear 
conditions of vehicles engine and driver health conditions 
as it is possible to avoid erecting speed breakers in lanes 
and speed restricted zones. Thus, the system can be easily 
implemented which ensures maximum safety not only to 
drivers but also to the passengers and pedestrians. 
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Abstract- Multi carrier modulation is Orthogonal Frequency 
Division Multiplexing (OFDM), dividing the large band 
spectrum into small (narrow) band spectrum. OFDM offers 
flexibility in adaptation to time varying channel condition by 
adopting the parameters at each subcarrier accurately.  Due 
to the multipath effect the OFDM system suffers Inter 
Symbol Interference (ISI).ISI can be reduced by introducing 
the guard band (cyclic prefix).Time-varying channel 
estimation is an important activity in next generation wireless 
communication. Channel estimation is required mainly for 
the significant signal processing operation in multiple input 
multiple output MIMO- OFDM systems.  In this project DFT 
– based channel estimation based on block type arrangement 
is implemented in MAT Lab.  The bit error rate (BER) of 
DFT (Discrete Fourier Transform)based channel estimation 
is less than the BER of LS (Least Square) and MMSE 
(Minimum Mean Square Error) based channel estimation 
with same signal to noise ratio (SNR). 
 
Index terms: OFDM, channel estimation, MMSE and LS. 

I. INTRODUCTION 

During the past few years, there has been an explosion 
in wireless technology. This growth has opened a new 
dimension to future wireless communications whose 
ultimate goal is to provide universal personal and 

multimedia communication without regard to mobility or 
location with high data rates. To achieve these high data 
rates, the next generation during the past few years, there 
has been an explosion in wireless technology. This growth 
has opened a new dimension to future wireless 
communications whose ultimate goal is to provide 
universal personal and multimedia communication without 
regard to mobility or location with high data rate[3]s. To 
achieve these high data rates, the voice high quality, data, 
picture and video transmission should support in the next 
generation personal communication [2]. To transmit these 
services require data rate in terms of Mega bits per seconds 
(Mbps) Whenever data is transmitted high data rates, the 
response of the channel is spread over the many symbol 
periods, which leads to inter symbol interference 
(ISI)[4][10].To reduce the ISI usual technique is OFDM.In 
this technique the entire bandwidth is divided into many 
narrowband sub channels which are synchronous in 
transmission. All the sub channels or subcarriers are 
orthogonal to each other to eliminate the effect of delay 
spread. To reduce the co-channel interference in mobile 
environment and dispersive –fading limitations by adding 
turbo codes to OFDM system [4][5]. 

II. BLOCK DIAGRAM OF DFT BASED OFDM SYSTEM 
 

The block diagram of the proposed system is shown in Fig1. At the receiver we are estimating the transmitted signal by 
adding the DFT block. 

 

 
 

Fig1.Block diagram of DFT based OFDM system 
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III. DFT BASED CHANNEL ESTIMATION PERFORMANCE 
OF MSE 

In the MIMO-OFDM context with Nt≤(M/CP)  
transmitter antennas and Nr receiver antennas, the (MSE) 
on the k -th subcarrier is equal to: 

Where H(k) and H(k) represent the estimated frequency 
channel response and the ideal one respectively. 

For time  and frequency  selective MIMO ,MSE 
performance provided with FFT 2 ×2 MIMO system and 
its size is 1024.null symbol insertion is used for providing 
the Orthogonality between the subcarriers, for this 
subcarriers MSE is same and there is no border effect. By 
the impulse response from the first CP samples obtained 
the total power of the channel [7].  

The performance of MSE and channel power is 
degraded due to null subcarrier are inserted on the edge of 
the spectrum [6], but number of subcarriers are increases 
the broader effect is observable. 

LS and MMSE estimation is based on pilot frequency 
for comb-type.LS performance is not better than the LMS 
or MMSE complexity is more in MMSE. This will reduced 
by deriving the singular value decomposition with optimal 
low rank estimation [3][5]. Comb-type estimation depends 
on interpolation type such as second order, linear, spline. 
And low pass. Out of all these interpolations techniques 
second order interpolation has better performance than 
linear interpolation [3]. Low BER is achieved by time 
domain interpolation to linear interpolation [9]. 

IV. ALGORITHM FOR DFT-BASED CHANNEL  
ESTIMATION 

The channel gain of the kth subcarrier obtained from the 

LS channel estimation is denoted by ( )H k
∧

taking IDFT 

of the LS estimation is  

 

 
Where Z[n] denotes the noise component in the time 

domain. Ignoring the coefficients h^[n] that contain the 
noise only, we can define the coefficients for the maximum 
channel delay L as 

 
And transform the remaining L elements back to the frequency 
domain as follows 

 

The Algorithm of the performed task is given below. 
Transmitter: 
Step.1:  Encode the message data by coding. In this paper 

we are using the Convolution coding. 
Step.2:  QAM is used for mapping of encoded data. 
Step.3:  for synchronize and estimating the channel some 

known bits are inserted to the modulated data 
called pilot symbols. 

Step.4:   Convert the time domain signal into the frequency 
domain by IFFT of step 3 data.  

Step.5:  To avoid the Inter symbol interference, insert the 
guard period between the output data of step.4.  

Step.6:  Transmit output data through the AWGN channel. 
Receiver: 
Step.7:  received data having the noise, removed by using 

the filters. Guard period is removed and compute 
the FFT (i.e frequency domain into the time 
domain signal.)  

Step.8: Channel estimate the filter co-effients[4] for 
received signal and other known information 
(such as modulation type and cyclic prefix length 
etc) apply the different kinds of estimating 
technique like LS, MMSE and DFT. 

Step.9: Remove the channel effect from the output of 
step.7 with the help of the output found in step.8.  

Step.10: Pilot removal, demodulation and decoding 
operation performed for the step 9 data.  

Step.11: Calculate the Bit Error Rate (BER)  for the step 
10 data with channel estimation technique. 

V. SIMULATION RESULTS 

In this paper comb type pilot insertion scheme is 
implemented. We have discussed and simulated 3 types of 
channel estimation techniques[3][8]. Those are; LS-linear 
(Least Square Channel Estimation with Linear 
Interpolation), LS-Spline (Least Square Channel 
Estimation with Spline Interpolation) and MMSE 
(Minimum Mean Square Error) method [2].  

 
These techniques are not that much efficient when 

compared to DFT based channel estimation. The Bit error 
rate (BER) and MSE (Mean Square Error) are improved in 
DFT- based channel estimation. 

 
We have simulated the above mentioned techniques 

(LS-linear, LS-Spline and MMSE) in both scenarios. One 
with DFT- based Channel Estimation and another without 
DFT-based channel Estimation.  In every method, the 
results of the method are compared with the true channel 
and MSE is calculated[10]. The number of symbol errors 
also calculated. 
The Simulation Results are given below, 
Case (i): SNR=10 dB 
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Fig.2: The Channel estimation of different methods with and without DFT 

based estimation for SNR=10dB 

Fig.2 shows that Interpolation should be done to 
estimate the data. Interpolation can be done in two ways, 
one among them is Linear and the other one is spline 
interpolation[5]. In the Linear method, the samples are 
connected by using linear algebraic equation whereas in 
the Spline Interpolation the samples values are connected 
by using polynomial equations. For the lower SNR 
values(10dB in this case) , Linear and Spline Interpolation 
techniques fail to estimate the exact data[7]. 

 
Fig.3: Comparison of Constellation diagrams before and after channel 

compensation for SNR=10dB 

Constellation of QAM modulator is effected with 
AWGN (additive white Gaussian noise) component. Here 
we are comparing Constellation diagrams of QAM 
modulator before and after the channel compensation for 
SNR=10dB is shown in Fig.4. 

 
Fig.4: The Plot of SNR vs. MSE for SNR=10dB 

SNR vs MSE graph is plotted for SNR=10dB.We can 
observe that the MSE for MMSE is less than the MSE of 
LS method. 
Number of symbol errors =    1602 
MSE of LS-linear =2.1246e-001 = 0.21246 
MSE of LS-spline=2.6341e-001= 0.26341 
MSE of MMSE Channel Estimation = 6.0107e-002= 
0.060107 
MSE of LS-linear Channel Estimation with DFT=3.6950e-
002=0.036950 
MSE of LS-spline Channel Estimation with DFT=3.7424e-
002=0.037424MSE of MMSE   Channel Estimation with 
DFT = 3.5421e-002=0.035421. 
Case(ii) :SNR=30dB. 
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Fig.5: The Channel estimation of different methods with and without DFT 
based estimation for SNR=10dB 

 

Fig.6: Comparison of Constellation diagrams before and after channel 
compensation for SNR=30dB 

 

 

Fig.7 Plot of SNR vs. MSE for SNR=30dB 
 

Number_of_symbol_errors =    14 
MSE of LS-linear = 2.2877e-003=0.0022877 
MSE of LS-spline = 2.7134e-003=0.0027134 
MSE of MMSE Channel Estimation = 9.9295e-004 = 
0.00099295 
MSE of LS-linear Channel Estimation with DFT= 
4.0627e-004 =0.00040627 
MSE of LS-spline Channel Estimation with DFT=3.7935e-
004 =0.00037935 
MSE of MMSE   Channel Estimation with DFT = 3.6774e-
004 =0.00036774. 

VI. CONCLUSIONS 

Wireless communication transmits with high data rate 
and reliable from source to destination, this is achieved by 
OFDM technique.  Major problem in OFDM system is 
fading effect[7][10]; this can be compensated at the 
receiver by channel estimation techniques. In this paper we 
are proposing the DFT channel estimation is better 
performance than the MMSE and LS techniques. The 
simulation is done for SNR of 30dB. The MSE for DFT 
based system dB is 0.00036774 and LS estimation is 
0.00037935. The advantage of DFT based technique it 
does not require any prior channel information.  

 
 
 
 
 
 



ISSN 2277 – 3916            CVR Journal of Science and Technology, Volume 8, June 2015 
 

30 CVR College of Engineering      

REFERENCES 

[1] M. Sandell Edfors and J.-J. Van, “OFDM Channel 
Estimation By Singular Value Decomposition”, IEEE Trans. 
Communication, vol. 46, no. 7, (1998) July, pp. 931-39. 

[2] J.-J. van de Beek, O. Edfors, M. Sandell, S. K. Wilson and 
P. O. Börjesson, “On Channel Estimation in OFDM 
Systems”, IEEE 45th Vehicular Technology Conference, 
Chicago, vol. 2, (1995) July, pp. 815-819.  
 

[3] Y. Zhao and A. Huang, “A Novel Channel Estimation 
Method for OFDM Mobile Communication Systems Based 
on Pilot Signals and Transform-Domain Processing”, 
Vehicular Technology Conference, Phoenix, AZ, (1997) 
May, pp. 2089-93.  

[4] A. Dowler, A. Doufexi, and A. Nix, “Performance 
Evaluation of Channel Estimation Techniques for a Mobile 
Fourth Generation Wide Area OFDM System”, IEEE 56th 
Vehicular Technology Conference, Canada, vol. 4, (2002) 
September, pp. 2036-40.  

[5] H. Minn and V. K. Bhargava, “An Investigation into Time-
Domain Approach for OFDM Channel Estimation”, IEEE 
Transactions on, Broadcast, vol. 46, no. 4, (2000) December, 
pp. 240-48.  
 

[6] Y. Kang, K. Kim and H. Park, “Efficient DFT-based channel 
estimation for OFDM systems on multipath channels”, IET. 
Communications, vol. 1, no. 2, (2007) April, pp. 197-202.  
 

[7] Y. Lee, H. Shin, and H. Kim, “Channel Estimation Based on 
a Time-Domain Threshold for OFDM Systems”, IEEE 
Transactions on, Broadcast, vol. 55, no. 3, (2009) 
September, pp. 656–663.  
 

[8] J.-J. Van De Beek, O. Edfors, M. Sandell, S. K. Wilson, and 
P. O. Borjesson, “OFDM Channel Estimation by Singular 
Value Decomposition”, IEEE Trans. on Communications, 
vol. 46, no.7, (1998) July, pp. 931-939. 
 

[9] Peter Hammarberg, Ove Edfors, “A comparison of DFT and 
SVD based channel estimation in MIMO OFDM systems”, 
The 17th Annual IEEE International Symposium on 
Personal, Indoor and Mobile Radio Communications 
(PIMRC’06), 2006. 
 

[10] M.Belotserkovsky, “An equalizer initialization algorithm for 
OFDM receivers,” Digest of Technical Papers International 
Conference on Consumer Electronics, 2002,  
pages 372–373, 20. 



ISSN 2277 – 3916                 CVR Journal of Science and Technology, Volume 8, June 2015 

  CVR College of Engineering   31 

Cognitive Radio Networks- Spectrum Sensing 
1M. Vinod Kumar Reddy, 2K.Arun Kumar 

1,2Department of ECE, CVR College of Engineering, Ibrahimpatnam, Hyderabad, India 
Email: 1vinodreddy.488@gmail.com, arun.katkoori@gmail.com 

 
 

Abstract- Cognitive radio plays an important role in wireless 
communication. The spectrum has become a limited resource 
by ever increasing demand for wireless communications. For 
developing of new applications and services the existing 
spectrum allocation system creating a major problem. 
Cognitive radios are better solution to the problem of over-
crowed and inefficient licensed spectrum. The sensing 
spectrum is the major key role in cognitive radio to find the 
free spectrum and favorable circumstances to use the unused 
frequency bands without causing intervention to the existing  
primary users(PUs). 
 
Index terms – Cognitive radio, spectrum sensing, energy 
detection, primary user, secondary user. 

I.  INTRODUCTION   

Wireless communications can be regarded as the most 
significant and important development in a modern 
society.  Federal Communications Commission (FCC) 
found that spectrum access is more significant problem 
than physical scarcity of spectrum. With many 
developments in the area of wireless communication 
technologies already being employed Multimedia 
Broadcast and Multicast Services (MBMS) demand has 
tremendously increased and with the standardization of 
MBMS it has gained significant interest in the market[2]. 
Because It needs high bandwidth, storage capacity and 
some  applications pose tight delay constraints, so it is 
necessary to optimize the utilization of spectrum is felt all 
the more.  

Cognitive radio arises to be a solution to spectral 
crowding problem by introducing the opportunistic usage 
of frequency bands that are not highly occupied by 
licensed users since they cannot be utilized by users other 
than the license owners at the moment It  is a  system that 
senses its operational electromagnetic environment and can 
dynamically and automatically adjust its radio operating 
parameters to modify system operation, such as mitigate 
interference, enhance throughput facilitate interoperability, 
access secondary markets. Moreover, recent calculations 
by the Federal Communications Commission (FCC) show 
that the spectrum utilization in the 0-6 GHz band varies 
from 15 to 85% based on time, frequency and geographical 
area as shown in Fig. 1. These observations inspire the 
development of the cognitive radio (CR) and to modify the 
current static spectrum access policies accordingly in order 
to overcome the spectrum sacristy and underutilization 
problems.[4] 

 

 
Figure 1: Spectrum Utilization 

II. COGNITIVE RADIO 

Cognitive radio is the technology which enables next 
generation communication networks, also known as 
dynamic spectrum access networks, to utilize the spectrum 
more efficiently in an opportunistic fashion without 
interfering with licensed users (primary users). 

      

 

Figure 2:  Cognitive Process 

A basic cognitive process consists of following three basic 
tasks: 

i. Sensing the spectrum  
ii. Analyzing the  Spectrum 

iii. Decision Making of  Spectrum 
 

A. Sensing the Spectrum: 
Spectrum sensing is the ability to measure, sense and be 

aware of the parameters related to the radio channel 
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characteristics, availability of spectrum and transmit 
power, interference and noise, radio’s operating 
environment, user requirements and applications, available 
networks (infrastructures) and nodes, local policies and 
other operating restrictions. It is done across Frequency, 
Time, Geographical Space, Code and Phase. 

B. Analyzing the Spectrum: 
Spectrum Analysis is based on spectrum sensing which 

is analyzing the situation of several factors in the external 
and internal radio environment (such as radio frequency 
spectrum use by neighboring devices, user behavior and 
network state) and finding the optimal communication 
protocol and changing frequency or channel 
accordingly[6]. It is also known as channel estimation. 

C. Decision Making of Spectrum: 
Spectrum Decision Making calls for reconfiguration for 

the channel and protocol required for constantly adapting 
to mobile changing environments and adjustment of output 
power or even alteration of transmission parameters (such 
as modulation formats (e.g. low to high order QAM), 
variable symbol rates, different channel coding schemes) 
and characteristics by the Cognitive radio devices. CR 
should be able to use multiple antennas for interference 
nulling, capacity increase or range extension.  

 

2.1 CHARACTERISTICS OF COGNITIVE RADIO 

A. Cognitive capability:  

Which is the ability to acquire the radio parameters from 
its surroundings.CR should be able to determine the 
frequency occupancy by identifying the spectrum holes (or 
spectrum opportunities). The spectrum hole is defined as 
the frequency bands which are allocated but not utilized in 
some location and at some times by the licensed system as 
given in Fig 3. Moreover, depending on the system, CR 
might have information about the modulation and coding 
as well as the relocation of the licensed system devices. 

B. Reconfigurability:  

Which is the ability to rapidly adapt the transmit 
parameters, i.e. operating frequency, modulation and 
coding, transmit power and communication technology, 
according to the radio environment in order to achieve the 
optimal performance 

 
Figure 3: Spectrum Opportunities 

 

2.2 FUNCTIONS OF COGNITIVE RADIO 

The CR network has two main components: the primary 
network and the secondary one. The primary network, also 
referred to as licensed network, has a license to operate in 
a certain frequency band. It consists of primary users (PUs) 
with/without primary base stations (BSs). PUs is generally 
not equipped with any CR functions [8]. On the other side, 
the secondary network is able to access the licensed 
spectrum without affecting the primary network 
transmission. The secondary network is composed of 
secondary users (SUs) with/without secondary BS. 
Additionally, spectrum broker can be used to enable 
efficient and fair spectrum sharing between multiple 
secondary networks coexist in the same frequency band. 

To support this type of spectrum sharing between the 
primary and cognitive networks, and to guarantee efficient 
usage of the resources in both networks, CR is required to 
perform the following four functions 

A. A. Spectrum Sensing: 

By this function, in order to identify the PUs activity the 
CR guides its radio environment Based on the sensing 
information, CR can determine the available spectrum 
holes that can be used for the CR transmission in a 
particular time, frequency, and location. Furthermore, the 
CR need to keep sensing the frequency spectrum during 
the CR transmission to avoid interfering with reappeared 
PUs. 

B. B. Spectrum Decision:  

This function analyzes the information from the 
spectrum sensing phase. The characteristics of the detected 
spectrum holes, the probability of the PU appearance, and 
the possible sensing errors should be considered before 
making the spectrum access decision [7]. Once the 
appropriate band is selected, the CR has to optimize the 
available system resources in order to achieve the required 
objective. 

C. C. Spectrum Sharing:  

This function chooses the appropriate MAC protocol to 
access the spectrum holes. By the MAC protocol, fair 
spectrum sharing between the different SUs can be 
guaranteed. Additionally, coordination between nodes can 
be achieved in order to avoid the collision with PUs as well 
as other SUs. 

D. Spectrum Mobility:  

Also called spectrum handover and by this function, CR 
is able to change the operating band in order to avoid a 
detected PU activity. Additionally, the CR can perform the 
spectrum handover in order to improve the secondary 
network performance by transmitting in another spectrum 
hole with better condition [6]. The protocol parameters at 
the different levels should be adapted according to the new 
operating band. 

III.  SPECTRUM SENSING 

Spectrum sensing is universally recognized as main 
enabler for cognitive radio. The actual meaning of 
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spectrum sensing is to provide awareness of the radio 
environment gives indication on the availability of 
transmission opportunities, gives indication on who is 
occupying the channel and gives indication on the quality 
of channel itself. 

3.1 BASICS-COGNITIVE RADIO -SPECTRUM SENSING  

There are various of considerations in Frequency 
spectrum sensing occupancy. They are  

A. Continuous Spectrum Sensing:  

In the cognitive radio, we have to continuously sense the 
spectrum occupancy. Generally a cognitive radio employs 
the spectrum on a non-intervention basis to the primary 
user. Correspondingly, it is required for the cognitive radio 
system to continuously sense the spectrum in case the 
actual primary user returns. 

B. Monitoring for alternative Empty Spectrum:  

The cognitive radio system must have alternate 
spectrum available to which it can change should the right 
appear if the existing primary user returns to original 
spectrum which is being used. 

C. Monitoring the type Of Transmission:  

Whatever the type of transmission being received is 
required to sense in cognitive radios and cognitive radio 
system be able to find the type of transmission used by the 
actual primary user so that specious transmissions and 
interference are ignored as well as transmissions made by 
the cognitive radio system itself[4].  

There are number of ways in which cognitive radios are 
able to perform frequency spectrum sensing.  The ways in 
which cognitive radio frequency spectrum sensing can be 
performed in any one of the following methods: 

i. Non-cooperative:  

In this, frequency spectrum sensing occurs, when a CR 
system acts on its own. The cognitive radio system will 
configure its own according to the signals it can find the 
information with which it is preloaded. 

 

ii. Cooperative:   

In this, sensing will be initiated by a number of different 
radio systems within the cognitive radio network. 
Typically a central station will receive reports of signals 
from different radio stations in the network and adjust 
overall cognitive radio network to suit.  

The problems of unnecessary interference is reduces in 
cognitive radio cooperation where a single cognitive radio 
cannot hear a primary user because of issues such as 
changing from primary user, but second  primary user acts 
as a receiver may be able to hear both  the primary and the 
signal from the cognitive radio system. 

IV SPECTRUM SENSING METHODS 

In this paper we discuss about some of the spectrum 
sensing techniques. 
They are: 

A. Energy Detection 

It is most common way of spectrum sensing because of 
its low computational and implementation complexities 
[6]. This technique also known as radiometry and it is 
more generic as receivers do not require any knowledge on 
the Primary signal energy. It consists in extracting as a 
feature the incoming signal power, normalized by the noise 
power. 

 
Figure 4: Block Diagram of Energy Detection 

Where H0 Absence of user 
            H1 Presence of user 

Block diagram for the energy detection technique is 
shown in Figure 4. In this, First the power spectral density 
of the signal is calculated and this is passed through band 
pass filter of the bandwidth W and is integrated over time 
interval. The output from integrator is then compared with 
the predefined threshold value. This comparison is used to 
find the existence or absence of the primary user and this 
value can set to be fixed or variable based on the channel 
conditions. 
 y(k) = n(k)…………… H0 
y(k) = h * s(k) + n(k)…… H1 

y (k) is the sample to be analyzed at each instant k and n 
(k) is the noise of variance σ2. Let y(k) be a sequence of 
received samples k ε {1, 2….N} at the signal detector, then 
a decision rule can be stated as, 
H0…… if ε  > v and H1…… if ε  < v 
Where ε  = E |y(k)|2 the estimated energy of the received 
signal and v is chosen to be the noise variance σ2.Any how 
the energy detection has the following disadvantages 
i)  The Sensing time taken to achieve a given probability 

of detection may be more. 
ii)  The detection performance is subject to the 

uncertainty of noise power. 
iii)  The energy Detection cannot be used to detect spread 

spectrum signals. 

B. Matched Filter Detection:  

A matched filter is a linear filter which increases the 
output SNR for an inclined input signal [6]. When primary 
user’s a priori knowledge is known, the Matched filter 
detection is applied. In matched filter operation the 
unknown signal is convolved with the filter’s impulse 
response which is time shifted and mirror version of the 
actual primary user signal. Mathematically, matched filter 
operation can be expressed as: 

Y[n] = Σ h[n-k] x[k] 

 
            Figure 5: Block diagram of matched filter detection 
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From the above block diagram, the primary user signal 
is convolved with time shifted version of the prior noon 
signal. The final output of the filter is compared with the 
threshold will determine the primary user presence [7]. 

C. Cooperative Sensing:  

It is used for detecting primary user effectively in high 
noisy environment, where multiple secondary users make a 
global decision in relation to primary user[8]. this method 
is a solution to problems that arise on spectrum sensing 
due to noise uncertainty, fading and shadowing. 
Cooperative sensing techniques: 

• Centralized Coordinated 
• Decentralized Coordinated 
• Decentralized Uncoordinated 

Necessisity of cooperative sensing in cognitive radio 
networks 

• Plummeting sensitivity requirements: channel 
deteriorations like multipath fading, shadowing 
and building penetration losses, impose high 
sensitivity requirements inherently limited by 
power and cost requirements. 

• Employing aid between nodes can immensely 
reduce the sensitivity requirements up to -25 
dBm. 

• Reduction in sensitivity threshold can be obtained 
by using cooperation technique. 
From above spectrum sensing methods we find 

some disadvantages like high sensing time taken to achieve 
a given probability and difficult to differentiate primary 
user and secondary use signals in energy detection sensing 
technique, matched filter detection requires prior 
knowledge of every primary signal and separate receiver 
for every type of primary user is needed, traffic overhead 
in cooperative sensing technique. To solve all these 
problems adaptive spectrum sensing is used. 
 

D.  Adaptive Spectrum Sensing: 

 It is a combination of both single energy sensing and 
cooperative energy sensing. In this technique SNR is 
compared with threshold value. If SNR is more single 
energy sensing is used and if threshold is more cooperative 
energy sensing is used[6][9]. 

 
Figure 6: Representation of adaptive spectrum Sensing  

V. CONCLUSIONS 

The spectrum is a most valuable resource in wireless 
communication systems and it has been a major research 
area from last several decades. Cognitive radio is a 
promising technology which enables spaces. Considering 
the challenges raised by cognitive radio systems, the use of 
spectrum sensing methods appears as an essential need to 
achieve accurate results in terms of efficient use of 
available spectrum and limited interference with the 
licensed primary users. In this method, the signal detection 
is performed by comparing the output of energy detector 
with a given threshold value. Adaptive spectrum sensing 
method according to the Secondary users SNR status by 
selecting both single sensing and cooperative sensing and 
confirm performance improvement. We also said about 
importance of cooperative and adaptive cooperative 
sensing. 
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Abstract —With the promising growth of micro grids and 
HEVs, the final power quality delivered by an inverter and 
longevity of the input DC voltage sources has become a 
subject matter of concern. The conventional multilevel 
inverter topologies give AC voltages with higher Total 
Harmonic Distortion (THD) leading to a lower power quality. 
Also, the unequal usage of the input DC sources leads to a 
poor Power Source Utilization Factor (PSUF). This paper 
presents the 3 phase H-Bridge inverter topology with 
improved line to line power quality features. The proposition 
of improving Power Source Utilization Factor (PSUF) is 
achieved by incorporating a novel transposition technique. A 
comparative study is made to decide the wave shape and 
minimize the harmonics. The theoretical simulation results 
and the hardware results for the gate pulses are shown. 
 Index terms— H Bridge Inverter, THD, PSUF, battery 
balancing algorithm 

I.  INTRODUCTION   

Various inverters aim to achieve a closer approximation 
to AC sinusoidal wave by increasing the number of voltage 
levels. These levels are formed by the utilization of the DC 
voltage sources and selective sequencing of switches in 
cascaded mode which tap the source voltage in different 
proportions to give desired voltage levels at desired time. 

There are a number of configurations of multilevel 
inverters [1] - [4] like voltage-source inverter topologies, 
including diode-clamped, flying capacitor, and cascaded 
H-bridge structures. Given the wide range of multilevel 
inverter topologies, the H-bridged topologies are superior 
to others as they realize those increased voltage levels for 
AC approximation levels with lesser hardware[5]-[6]. 

The paper deals with the inverter architecture, cascading 
and integrating it to 3 phase, power balancing algorithm 
and comparison of THDs and PSUFs for different cases 
has been discussed.   

 

Figure 1.  Module of H-Bridge Inverter 

II.  H - BRIDGE INVERTER  

A.  H-Bridge Inverters- Architecture 
A H-bridge inverter consists of a DC voltage source, 4 

switches arranged in a bridge configuration with load 
connected in between the two arms as shown in the Fig. 1. 
This is referred to as a module. 

B. H Bridge Inverter Operation: 
A H-Bridge inverter module powered by a DC voltage 

source of magnitude V has 3 attainable voltage levels (i.e. 
+V, 0, -V). These levels are realized using the switching 
sequence by triggering the gate terminals of the switches 
desired to be in conduction state. Further it can be 
observed from Table I. that, at any instant of time, only 
two switches are ON to give the required voltage level. 

The complete voltage appears across the load with V0 = 
+V when switches S1 and S2 are turned on. When the 
switches S3 and S4 are turned on, a total voltage V0 = –V 
appears across the load because of the reversal in the 
current direction. No current passes through the load when 
all the switches are turned off and V0= 0.  

TABLE-I. 

S1 S2 S3 S4 V0 

1 1 0 0 +V 

0 0 1 1 -V 
0 0 0 0 0  

SWITCHING COMBINATIONS OF A SINGLE MODULE OF H BRIDGE INVERTER 

 
Figure 2.  The output wave form of MATLAB simulated model of single 
module H Bridge inverter showing 3 different voltage levels (+V,0,-V). 
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III.  CASCADING OF MODULES 

A. Single Phase Cascaded H Bridge Inverter 
Cascading is the series addition of a new module to an 

existing module. It increases the peak to peak voltage 
thereby creating new accessible voltage levels. The step 
increase in voltage level is equal to the magnitude of the 
voltage source in a single module of H-Bridge Inverter. As 
cited in [7] the number of accessible voltage levels is a 
function of the number of modules being cascaded  

L = 2n + 1                               (1) 

Where L = Number of different voltage levels 
n = number of modules  

Thus for three modules of cascading (as shown in Fig.3) 
each with a DC source of ‘V’ volts, the number of different 
voltage levels range from 3V to -3V covering a total of 
seven levels as shown in Fig. 4.  
 

 
Figure 3.  Single phase H Bridge inverter cascaded thrice 

 

 
 

Figure 4.  The output wave form of MATLAB  simulated model of 3 
module cascaded H bridge inverter showing 7 different voltage levels. 

 
Figure 5.  The output wave form of MATLAB simulated model of 3 
phase (RYB) cascaded H bridge inverter showing 7 different voltage 

levels. 

B. Three Phase Cascaded H-Bridge Inverter 
The cascaded modules are integrated to three phase 

cascaded HBridge inverter and given to a three phase Delta 
connected load as it eliminates third order harmonics. The 
three phases are independant of each other and displaced 
by 1200  as shown in the Fig 5.  

IV. POWER BALANCING ALGORITHM  

In case of conventional H Bridge inverters the power 
sources in ‘n’ level cascaded unit are not utilised equally. 
This leads to an unequal Power Source Utility Factor. To 
equalize the PSUF a specific power balancing algorithm 
has been proposed. For an ‘n’ cascaded module the number 
of cycles considered are ‘n’. In these n cycles, the power 
being fed by the power source of each module is equalized 
using transposition technique which employs selective 
switching patterns fed to the gate terminals of switches as 
pulses.  

Here comparative study is made between cases of wave-
shape. Case – 1 is a wave-shape with two peak voltage 
levels and two zero voltage levels per cycle. Case – 2 
corresponds to two peaks and zero zeros per cycle. Case – 
3 deals with four  peaks and zero zeros per cycle. 

For example, consider a 3 phase 3 module multilevel H 
bridge inverter where the analysis is made for PSUF with 
and without transposition the PSU values for each cycle 
are analyzed as follows:   

Consider three cycles of the output voltage waveforms 
as shown in Fig. 6 and Fig. 7 where the alphabet represent 
the module, positive sign represents the switching on of a 
switch and negative sign represents that the switch is off or 
acts as a bypass. 

  
Figure 6.  Output waveform of cascaded H-Bridge inverter of Case-1 

without transposition. 
 

 
Figure 7.  Output waveform of cascaded H-Bridge inverter of 

case-1 with transposition 
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TABLE II 

COMPARISON OF PSUF FOR CASE - 1 

 
Without transposition With transposition 

 MODULES MODULES 

1 2 3 1 2 3 

CY
CL

ES
 

C1 10/12 6/12 2/12 10/12 6/12 2/12 

C2 10/12 6/12 2/12 2/12 10/12 6/12 

C3 10/12 6/12 2/12 6/12 2/12 10/12 

 PSU
F 

30/36 
= 

83.33
% 

18/36 
=50 % 

6/36 
= 

16.67% 

18/36 
= 50% 

18/36 
= 50% 

18/36 
= 50% 

 
The sequence for without transposition and with 

transposition is shown in the Fig. 6 and Fig. 7 respectively. 
The analysis is shown in the Table II.  PSUF when not 
transposed is highest for the voltage source in Module 1 
and lowest for the voltage source in Module 3. Whereas, 
when the switching pulses are transposed, the values of 
PSUF for all the modules are equal and hence power utility 
is balanced. 

Similarly, other output wave forms and corresponding 
tables comparing the transposed and un-transposed PUSF 
for 2 peaks 0 zeros are Fig. 8 and Table III respectively, 
and for 4 peaks 0 zeros are Fig. 9 and Table IV 
respectively.  

 
Figure 8(a) The wave form of Case -2 

TABLE III 

COMPARISON OF PSUF FOR CASE-2 

 
Without transposition With transposition 

 MODULES MODULES 

1 2 3 1 2 3 

CY
CL

ES
 

C1 10/10 4/10 2/10 10/10 4/10 2/10 

C2 10/10 4/10 2/10 2/10 10/10 4/10 

C3 10/10 4/10 2/10 4/10 2/10 10/10 

 PS
UF 

30/30 
= 

100% 

12/30 
= 40% 

6/30 
= 

20% 

16/30 
= 

53.33
% 

16/30 
= 

53.33
% 

16/30
= 

53.33
% 

 

 
Figures 8(b) The wave form of CASE - 3 

TABLE III 

COMPARISON OF PSUF FOR CASE - 3 

 
Without transposition With transposition 

 MODULES MODULES 

1 2 3 1 2 3 

CY
CL

ES
 

C1 12/12 8/12 4/12 12/12 8/12 4/12 

C2 12/12 8/12 4/12 4/12 12/12 8/12 

C3 12/12 8/12 4/12 8/12 4/12 12/12 

 PSU
F 

36/36 
= 

100% 

18/36 
=66.67 

% 

12/36 
= 

33.33% 

24/36 
= 

66.67
% 

24/36 
= 

66.67% 

24/36 
= 

66.67
% 

V. SIMULATION RESULTS AND HARDWARE 

A.Simulation 

As per the section 3.B a simulink model has been 
developed as shown in the Fig. 9  

 
Figure 9 Block diagram of thre phase cascaded three module H Bridge 

inverter. 

The line to line output voltage waveform is as shown in 
the Fig.10 

 

 

Figure 10. Line to line output voltage of three of thre phase cascaded 
three module H Bridge inverter. 
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The pulse for first switch of module 1 in phase A are 
developed for two cases i.e., with transposition and without 
transposition as shown in Fig.11 and 12 respectively. 

 
Figure 11. Gate pulse for transposed 

 
Figure 12. Gate pulse for un-transposed conventional  

 
Figure 13. Transposed gate pulse (A) versus conventional gate pulses (B, 

C, D) generated and plotted on a CRO 

The switch pattern generated by simulink has been 
interfaced to ATMEGA _ (Arduino UNO) so that the 
micro controller acts independently thereafter the pin 
output of the microcontroller produces the waveform as 
shown in the Fig. 13. 

In waveform ‘A’ from bth – (b+0.02)th (s) the source 
shall be ON for 16.67% of 0.02 seconds as shown in the 
fig. 13.D. In (b+0.02)th - (b+0.04)th second it conducts for 
50% of time as shown in the Fig. 13. C. and in (b+0.02)th - 
(b+0.04)th second, it conducts for 83.3% of time as shown 
in the Fig. 13. B. where B, C, D are the pulses to switch 1 
in modules 1, 2, 3 without transposition and ‘b’ is the 
integral multiple of 0.06 (i.e. b = 0.06*i) where ‘i’ is an 
integer.  

 

 

VI. COMPARISION OF THD 

The THD content in a wave is calculated after each 
waveform is simulated in MATLAB 2013. The theoretical 
calculations involved in THD computation are elucidated 
in [8]. A comparison of THDs of different cases gives the 
following results as shown in the Table IV 

TABLE IV 
COMPARISON OF THDs  

 

CASE THD 

CASE – 1 5.09% 

CASE – 2 7.1% 

CASE - 3 4.97% 
The figure to show the minimum THD obtained in  Case-3 
is shown in the Fig. 14   

 

 
Figure. 14 THD of 4 peak 0 zero    

VII CONCLUSIONS 

The Total Harmonic Distortion of line-to-line voltage in 
a three phase H Bridge for different cases (1, 2 and 3) has 
been compared and found that cases 1 and 3 comply to the 
IEEE standards. The Power Source Utility factor in 
different modules of a cascaded unit has been improved 
significantly. This power source balancing has been 
realized by practically generating the pulses. 
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Abstract— Power crisis has been a matter of major concern 
with losses in the transmission adding to the woes. The 
former can be overcome by replacing the conventional energy 
sources (CES) with the renewable energy sources (RES). And 
the latter problem can be dealt by using Microgrid 
technology which is taking boom. This paper deals with the 
integration of renewable energy sources with the Microgrid 
technology considering the standard IEEE Fourteen bus 
system as reference. The entire system is simulated, operation 
is analyzed and the final results have been published. 
 
Index terms—Microgrid, IEEE Fourteen bus system, RES, 
PV array 

I.  INTRODUCTION 

The energy sources used for the present power 
generation are getting exhausted day by day. So, the usage 
of renewable energy sources would be of great importance. 
Also, the available transmission and distribution efficiency 
of 16.45% in AP is not up to the mark. 

 
A small energy system capable of generating power 

within a defined boundary integrated with variable 
Distributed Energy Resources (DERs) called Microgrid (as 
stated in IEEE Std 1547.4-2011 [1]) seems to be a perfect 
solution for overcoming these problems. Some of the 
resources that can be integrated with microgrid are solar 
energy (using the photo voltaic systems), wind energy and 
bio-mass energy, etc. Depending on the availability of the 
source and the cost of production of power the choice of 
selection of a distributed source is made for the power 
generation. There are two catalysts boosting the renewable 
energy integration into the grid. Firstly, the cost of power 
production is decreasing as the investment cost per KW of 
production is decreasing as bulk manufacturing is 
happening and many players have come into the market 
competing for the ever increasing customer base. 

 
Much of the research is being done in operating a 

microgrid in two modes i.e., grid connected mode, 
islanding mode [2]. Based on the measurement and 
information systems, there can be two modes of control, 
i.e., Centralized and distributed modes [3] complying with 
IEC61850 standards. It provides service reliability and 
reduces the cost of energy encouraging the usage of eco-
friendly renewable energy resources. The simulation of 
microgrids has been traditionally done in system level and 
component level. The system level simulation yields 
results that can be used in the stability, reliability and 
power quality analysis. The simulation results are further 

compared to the grid standards and the choice of 
controlling action is chosen accordingly. The concept of 
net metering has brought many security issues into light 
and the Indian Electricity act 2003 highlights the rules for 
grid connectivity and the sale of electricity in section 86 
(1) (e) [4]. In India, the policies, initiatives, subsidies, 
research and development are significant for the growth of 
solar photovoltaic power generation for roof-top off-grid, 
net-metered rooftop and concentrated solar power. The 
solar map of India also proves the extensive availability of 
solar energy [5].  

From 1859, many chemical combinations of 
rechargeable lead-acid batteries were developed and ever 
since then they have been used for energy storage. Though 
Sony has made lithium-ion batteries commercially 
available from 1991, the market has not responded so well 
in India. Some pilot projects like Sendai Substation 
Lithium Ion Battery Pilot Project [6] is under construction 
in Japan for 30 min duration at rated power, with a 
capacity of 20 MWh and maximum output of 40 MW. 

The presence of a storage system enhances the 
reliability of the system but poses many security threats 
and controlling the system. Battery Management is also 
another area that has been researched about and shall be 
included in the later work as an extension to this paper 
work. 

The rest of the paper is organized as following sections: 
1) Objective: This section briefs about the objective of the 

paper. 
2) System structure: This section presents the structure of 

the system which has been considered in this paper and 
the details pertaining to it. 

3) Solar Energy: This part provides the brief idea of the 
working of solar cells. 

4) PV modelling:  This part presents the equivalent circuit 
of a PV cell and the related equations. 

5) Inverters: This topic deals with the basic types of 
inverters and the inverter which is being considered in 
this paper (Cascaded H-bridge type). 

6) Solar grid interfacing: This topic deals with the 
challenges faced in the interconnection of Distributed 
Electric Production resources with the utility grid and 
the international standard governing them. 

7) Simulation: The results of simulation have been 
presented in this section. 

8) The interferences made from the results have been 
summarized in this section. 
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II. OBJECTIVE 

This paper deals with testing of  the feasibility of 
implementing the DERs in a microgrid system and to study 
the performance of the system, considering the standard 
IEEE fourteen bus system as reference. Solar Energy is 
taken as the source of renewable energy and the 
conventional synchronous generators are replaced with 
solar arrays coupled with a cascaded H-bridge inverter. 
The main objective is to obtain the voltage at load bus and 
verify it with the existing standard. 

III. SYSTEM STRUCTURE 

The test system (Fig.1) which has been considered 
consists of: 

a) Fourteen buses 
b) Two solar power generators in buses 1 and 2. 
c) Three synchronous compensators to provide 

reactive power compensation in buses 3, 6 and 8. 
d) loads in buses 2, 3, 4, 5, 6, 9, 10, 11, 12, 13 and 14 
The line and bus data have been provided in the 

appendix. 

IV. SOLAR ENERGY 

Solar energy is one of the abundantly available 
renewable sources on earth. Due to its no-polluting nature, 
it is being used in major applications involving energy 
generation. The best way to harness this solar energy 
would be through the photovoltaic cells. They convert 
solar energy into DC electricity, which can be used for 
various purposes. A photovoltaic (PV) cell consists of a P-
N unction. Whenever light falls on a PV cell, if the 
incident energy is greater than or equal to the bonding 
energy of the electron, then an electron hole pair is 
generated. The electron which is majority charge carrier (in 
case of N- layer) passes through the connected load and 
meets the hole which has crossed the junction. In this way, 
the circuit is completed and electricity is generated. The 
general formula used to estimate the output electricity of 
photo voltaic system is given by 
 E=A*t*r*H*PR     (1) 

Where, E= energy (KWh) 
              A=total area of the solar panel, 

 

Figure 1. IEEE 14-Bus System With Solar Power Generators 

r = yield of the solar panel, 
H=annual average solar radiation on fitted                      
panels, 
PR=performance ratio (coefficient of losses) 

V.  MODELLING OF SOURCES 

A.  PV Module 
 The solar cell can be considered as a type of p-n 

junction diode. Unlike a conventional diode, the electron-
hole (e-h) pair in a solar cell is formed by photovoltaic 
effect. The e-h pairs are separated by the electric field 
existing across the junction and are driven through the 
external load by the junction potential. 

The solar cell can be considered as a current source. The 
current supplied by the solar cell gets divided as the load 
current and the leakage current. Thus, the losses can be 
accounted by considering two resistances: series and shunt. 
The reverse saturation current also adds to these losses. 
Considering the above factors into account, the equivalent 
circuit of the solar cell can be drawn as shown in Fig. 2 
below. 

The output terminal current can be given by the 
equation (2) 

I = Iph - ID - Ish    (2) 

Where, I is the load current 
             Iph is the total light generated current 
             ID is the diode current 
             Ish is the shunt leakage current 
In an ideal solar cell, Rs=0 and Rsh=∞. 
    Small changes in shunt resistance will not have much 
effect on the efficiency but, small changes in the series 
resistance can cause the PV output to reduce significantly. 
    The load current of the solar cell is given by the 
expression (3) 

I = Iph-Ios {exp [qUoc/AKT]-1}-(Uoc/Rsh) (3) 

Where, 
Iph  = total light generated current (A) 
I  = cell output current (A) 
Ios = cell reverse saturation current. (A) 
q  = electron charge=1.6*10^19 Coulombs. 
A = ideality factor of p-n junction. 
K = Bolzmann constant. 
T = cell temperature [oC]. 
Rsh = shunt resistance. (Ohms) 
Uoc = terminal voltage of the cell (V) 
 

 

 

Figure 2. Equivalent Circuit of PV cell 

B.  Battery Module 

A typical model of lead acid battery can be understood 
in two equations,(4,5) corresponding to the charging and 
discharging models. The flow of current while charging is 
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considered to be negative for charging and positive for 
discharging. The models can be written, with reference to 
the MATLAB as:  
 
Discharge model (i* > 0) 

      (4) 

Charge Model (i* < 0) 

 (5) 

Where, 
 
EBatt = Nonlinear voltage (V) 
E0  = Constant voltage (V) 
Exp(s)  = Exponential zone dynamics (V) 
Sel(s)  = Represents the battery mode. Sel(s) = 0 during 

battery discharge, Sel(s) = 1 during battery 
charging. 

K  = Polarization constant (Ah−1)  
i*  = Low frequency current dynamics (A) 
i  = Battery current (A) 
it = Extracted capacity (Ah) 
Q  = Maximum battery capacity (Ah) 
A  = Exponential voltage (V) 
B = Exponential capacity (Ah)−1 

VI. INVERTER 

Inverters are the devices which convert DC voltage to 
AC voltage. There are two basic types of inverters: grid 
interactive inverters and standalone inverters. Grid 
interactive type inverters are supplied with voltage and 
frequency by the grid itself and they cannot operate 
without the supply from the grid.  Standalone inverters can 
operate without a grid and can serve as a back-up for the 
renewable generation. 

 
The topology used here is a three-phase cascaded multi-

level inverter (without battery balance). It basically 
consists of series connected modules consisting of a H-
bridge. Single phase version of the topology is shown in 
the Fig. 3. 

 

 

Figure 3. Block Diagram Of Cascaded H-Bridge Inverter 

To get a sinusoidal wave, the switching sequence is 
appropriately controlled. With a single H-bridge inverter, 

we get three levels (two non-zero levels and a zero level) 
in the output waveform. To make the waveform more 
sinusoidal in nature, we cascade more number of H-bridge 
inverters, which increases the non-zero levels obtained in 
the output waveform. In this paper, solar array is 
considered as the isolated dc source that the topology 
demands. The switching frequency used here is the 
fundamental frequency so that the switching losses are 
reduced while the Total Harmonic Distortion (THD) is 
observed not to be deviating from the standards to be 
maintained at the Point of Common Coupling (PCC). 

VII. SOLAR GRID INTERFACING 

The power quality of a solar panel is affected by various 
parameters including irradiation, PV modules, inverters, 
etc. A small change in the irradiance level and cloud cover 
or shading effects play a vital role for low-voltage 
distribution grids with high penetration of photo-voltage, 
as presented in [2]. 

These voltage fluctuations can cause the disconnection 
of inverters from the grid. Also, in the long run, the 
performance efficiency of the grid-connected PV systems 
reduces due to the source variation and inverter 
performance [3]. 

Therefore, attention has to be given to the voltage and 
power profiles. 

The general block diagram of a single-phase or three-
phase PV system is as shown in the Fig. 4. The PV array 
can be a single panel or a series and parallel combination 
of various PV modules. The PV systems can also be used 
in centralized and decentralized modes and the summary of 
advantages and disadvantages of these topologies are 
discussed in [4]. 

The major factors to be considered while designing the 
inverter are the injection of harmonics due to the usage of 
inverter, irradiance and the shading effects [5-6]. In this 
paper, the cascaded H-bridge inverter is being used. 

There are a number of technical challenges associated 
with the parallel connection of distributed electric 
production resources with the utility grid which include 
frequency and voltage regulation, disconnection and 
reconnection rules during the disturbances in the grid, 
islanding operation and faults minimization when 
connected to grid. 

 
Figure 4. General Structure Of Grid-Connected PV System 

A.  International Standards: 

According to IEEE standards, Electric Power Stations 
(EPS) refer to the Utility Grids while Distributed 
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Resources (DRs) include mini-grid systems. Utility 
interconnection of electric distributed resources is 
specified by standards as mentioned in table 1 as: 

TABLE 1. STANDARDS FOR MICROGRID 

IEEE 
1547  

The guidance related to the operating island systems in 
various modes  is provided [7] 

IEC Microgrid and their safety concerns are addressed. 

 
In India, ‘smart grid forum’s working group #9 on 

renewable and microgrids’ is developing standards for the 
integration of renewable-based microgrids with the main 
grid.  

India’s Central Electric Authority released a set of 
standards for distributed generation resources connectivity 
[8] in 2012. 

VIII. RESULTS 

The generator of the fourteen bus system has been 
replaced by a unit consisting of three solar arrays per 
module per phase. The properties of them can be listed as  
 
Module type  : Canadian solar CS5P-220M 
No. of cells per module : 96 
No of series connected modules per string: 1 
No of parallel strings  : 1 
Module specifications under STC  
Voc  : 59.2 V 
Isc  : 5.09 A 
Vmp  : 48.3 V 
Imp  : 4.54 A 
Sample time  : 1.00E-06 
 
The characteristics of the solar module used can be shown 
as: 

 
Figure 5. I-V, P-V Characteristics Of Array at 250C. 

The solar irradiation as a function of time taken for the 
simulation is plotted and displayed in fig 6. as 
 

 
Figure 6. Insolation Plot 

Similarly, the battery used as here a lead-acid battery with 
the following parameters: 
Nominal voltage   : 50 V 
Rated Capacity  : 6.5 A 
Initial State of charge  : 100 % 
Maximum capacity : 8 Ah 
Fully charged Voltage : 52V 
Nominal Discharge Current: 5.5 A 
Internal Resistance  : 0.0018462 
Capacity @ Nominal Voltage: 6.25 Ah 
 
The DC output of the solar module is shown in figure-7 as: 

 
Figure 7. DC Output Of The Solar Module 

The Single phase output of the multilevel inverter is shown 
in figure-8 as:  
 

 
Figure 8. Single Phase Output Of The Multilevel Inverter 

The Phase voltage of the three phase PV system is shown 
in figure 9 as:  
 

 
Figure 9. Phase Voltage Of The Three Phase PV System 

The Three phase RMS voltage at generator bus (bus 1) 
and load bus (bus 5) respectively are shown in figure-10 
as: 
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Figure 10. Three Phase Rms Voltage At Generator Bus (Bus 1) And 

Load Bus (Bus 5) 

A.  Result:  

The bus voltages at all the buses are listed in the table 2: 

TABLE 2. BUS VOLTAGES IN PER UNITS 

Bus No. Voltage (pu) Bus No. Voltage (pu) 

1 1.015143527 8 1.012934649 

2 1.040391553 9 0.98398143 

3 1.029143689 10 0.984292008 

4 1.018104473 11 1.004629565 

5 1.022478674 12 1.021498803 

6 1.035501198 13 0.97822907 

7 1.00063217 14 0.979625316 

IX.  CONCLUSIONS 

The paper has presented the integration of Renewable 
energy source with the microgrid system, considering the 
standard IEEE fourteen bus system data as reference. The 
result has been analyzed and summarized and it has been 

shown that the voltage values obtained is within the ±5% 
tolerance of the standard voltage value (1 pu). 
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Abstract—Embedded system plays an important role in 
various industry applications. An embedded system is 
consisting of software and hardware. The hardware platform 
of conventional embedded system is typically based on IC 
chips that have fixed resources. Besides, with the development 
of FPGA, an emerging approach for designing embedded 
system is implementing soft IP cores on FPGAs. Soft IP cores 
are synthesizable hardware blocks described in HDL 
language. Their source code can be either open or close to 
public. For example, Open RISC 1200, is an open source 32-
bit RISC microprocessor. In addition, the increasing 
complexity of embedded system forces software developers to 
consider operating system support to reduce their workload. 
Thus, in this paper, a prototype of open source IP based 
embedded system with Linux is implemented on Atlys (Xilinx 
Spartan-6) FPGA board and the goal is to evaluate if the 
system is appropriate for industrial applications. The 
hardware platform is ORPSOC, which is a reference SoC 
design based on Open RISC 1200 processor. For software, 
Linux operating system is installed. Furthermore, an 
application executes on Linux is developed that reads the 
output of an I2C compass sensor-LSM303DLM. With the 
success of the application and the investigation of license 
issues, the conclusion is drawn that open source IP based 
embedded system with Linux is usable for industry. Although 
comparing to conventional embedded system, the open source 
IP based embedded system with Linux has following cons, 
such as high product cost, basic-supported development 
environment and more difficult software development if 
Linux driver doesn’t support the hardware. However, its pros 
are high flexibility and scalability, high software portability, 
low software development difficulty and high reusability that 
make it more suitable for industry usage. 
 
Index  Terms -  embedded system, open source hardware, 
Open RISC 1200, Linux 

I.  INTRODUCTION 

The embedded system plays a more and more important 
role in the world. It can be found in many applications for 
industrial use, such as process control and monitoring 
systems. The task for an embedded system is typically to 
control the machine to function correctly. It can be said 
that the industrial productivity is improved with 
introducing embedded system. Differs from general 
purpose computer, an embedded system is designed for a 
dedicated task, which requires both hardware and software 
operate appropriately. Normally, the embedded system 
designed in conventional way is consisting of 3 layers as 
shown in Figure 1. The hardware platform is a PCB board 
containing a microcontroller and other peripheral ICs such 
as on-board memory, Ethernet module and etc. The 

software is the application code of the desired task 
including hardware drivers. 

 
Figure 1: Architecture of conventional embedded system 

With the rapid development of semiconductor 
technology, the capability of embedded system is 
increasing over time to allow more complex task to be 
performed. Thus, the embedded operating system support 
becomes necessary. Figure 2 illustrates the architecture of 
a conventional embedded system with Linux. The benefits 
of introducing Linux are providing various hardware 
drivers, communication protocols and management of 
system resources that reduce the workload of software 
developer significantly. 

 

 
Figure 2: Architecture of conventional embedded system with Linux. 

In addition, FPGA (Field Programmable Gate Array) is 
an alternative for embedded design. It is well known as its 
hardware re-programmable feature. With this advantage, 
an emerging technology for achieving embedded system’s 
hardware platform is using soft IP cores. The term IP refers 
to intellectual property. Soft IP cores are the synthesizable 
hardware blocks for FPGAs and described in RTL level. A 
soft IP can be either a processor or other hardware modules 
such as UART, ETHERNET and I2C controller. Designing 
embedded system with soft IP cores is flexible and 
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configurable. At present, there are two leading-edge 
commercial soft processors, Microblaze and Nios II, 
supported by Xilinx and ALTERA. Besides, there are other 
open source processors, such as Open RISC and LEON3. 
Open IP cores inherit the advantages of soft IPs and are 
open source to public, which means they are free, and 
FPGA independent. Therefore, it is meaningful to 
implement an open source IP based embedded system with 
Linux to evaluate if it is compatible for industrial 
applications. In this paper, the hardware platform is 
ORPSOC (Open RISC Reference Platform System-On-
Chip), which is a reference, embedded system design 
based on Open RISC soft processor. Then the Linux 
operating system is installed and an application running on 
Linux that reads the acceleration raw data from an I2C 
compass sensor, LSM303DLM. 

II. OPEN SOURCE HARDWARE 

The commercial soft IP cores such as Microblaze and 
Nios II are leading a revolution of embedded system 
design; they are high performance, well supported and 
flexible. However, they are not open source and FPGA 
dependent that means the designers only has the right to 
use them in their embedded design and the implementation 
of soft IP cores is only possible on specific vendor’s 
FPGAs. In software world, open source software is 
becoming popular. The “open source” means “freedom” 
that everyone has the right to modify it and derived works 
are allowed under the condition that the developers should 
pass on the freedom to others. This causes a great success 
of open source software such as Linux operating system. In 
hardware world, modern silicon chip is typically built from 
silicon “intellectual property” (IP), written in a hardware 
description language. Fabless design houses may never 
produce a chip themselves—one of the largest and best 
known is ARM in Cambridge, whose processor IP is built 
by other companies into one billion chips ever month. That 
IP costs the same amount to produce, whether it goes into 
one chip or one billion. 

A. Open RISC processor and ORPSOC 
Open RISC CPU architecture, one of the flagship 

projects of opnecores.org  is a well-known open source 
processor. Open RISC 1200 processor is an 
implementation of Open RISC 1000 processor family. 
Figure 3 shows the architecture of Open RISC 1200 CPU. 

The Open RISC 1200 CPU is a 32-bit scalar RISC with 
Harvard micro architecture, 5 stage integer pipeline, virtual 
memory support (MMU) and basic DSP capabilities. The 
MMU enables the capability of running an operating 
system. Supplemental facilities include debug unit for real-
time debugging, high-resolution tick timer, programmable 
interrupt controller and power management support[2]. 
This processor can be synthesized and downloaded onto 
Altera and Xilinx FPGAs and supports embedded real time 
operating systems such as Linux, µLinux and OAR 
RTEMS real time operating system. For software 
development, tools are available that allow developers to 
compile programs written in C/C++, Java and Fortran to 
run on the Open RISC processor [1]. 

 

 
Figure 3: Open RISC 1200 CPU architecture 

ORPSOC (Open RISC Reference Platform System-on-
Chip) is a reference system-on-chip design that is primarily 
for Open RISC based embedded system testing and 
development. And it is also the hardware platform of this 
thesis that contains an Open RISC 1200 processor and 
several peripherals. The interconnections between CPU 
and peripherals are using Wishbone interface, which have 
been configured already. In ORPSOC’s source code, there 
are make file scripts to generate FPGA configuration bit 
stream for particular FPGA boards, such as selected Atlys 
FPGA board in this paper. 

B. Linux user space and kernel space 

Linux is a successful open source operating system that 
is widely used in embedded systems as a platform for 
executing applications. It manages the resources of an 
embedded system that the software developer can focus on 
application code on a high-level abstraction view without 
being involved in hardware driver development if the 
embedded system performs a complex task. In Linux, 
memory is divided into two spaces, one is user space, and 
the other one is kernel space. Figure 4 shows the 
relationship between user space and kernel space.  

The top is user space where applications execute, while 
the kernel space is an exclusive space only for kernel 
running. The kernel has the highest authority to access all 
resources in an embedded system, such as memory and 
devices. And it should be as stable as possible to prevent 
any undesired errors happening and coordinates processes. 
By contrast, user space has less authority that it can’t 
access the data in kernel space directly. The data transition 
between user space and kernel space is via system call 
interface. 

 
 

Figure 4: user space and kernel space 
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Once a user application invokes a system call to access a 
particular hardware, the kernel handles it with 
corresponding device driver. A C library is responsible for 
implementing system calls. Usually it is GNU C Library 
(glibc). However, GNU C Library is not compatible for 
embedded Linux due to it is a large library. To quote from 
Ulrich Drepper, the maintainer of GNU libc: "...glibc is not 
the right thing for [an embedded OS]. It is designed as a 
native library (as opposed to embedded). Many functions 
(e.g., printf) contain functionality which is not wanted in 
embedded systems." 24 May 1999[3]. Thus, another C 
library, µClibc is introduced as shown in Figure 4. µ means 
micro while C stands for controller. And µClibc is the 
short of “the microcontroller C library”. As the name it 
indicates, the µClibc is intended to support embedded 
systems that provide as much functionality as possible in a 
small amount of space. 

III. SYSTEM IMPLEMENTATION 

In this paper, the usability, license issues, pros and cons 
of open source IP based embedded system with Linux are 
investigated via a case study. The case is to develop an 
application runs on Linux that reads acceleration raw data 
from an I2C compass sensor-LSM303DLM. The hardware 
platform of this case is ORPSOC with I2C controller 
enabled.  

The work flow for implementing this case is shown as 
following: 
1.  Set up the development environment includes Xilinx     

ISE for hardware synthesis and GNU tool-chain for 
software compilation.  

2.  Generate FPGA configuration bit stream of ORPSOC 
with I2C controller enabled.  

3.  Install u-boot.  
4.  Setup TFTP server and NFS server.  
5.  Build Linux image and install it through TFTP 

protocol.  
6.  Load the application software via NFS protocol to    

Linux to test the usability of whole system.  

If the application is working, then the usability is 
proved. License issue is surveyed with interpreting license 
of each component involved in this thesis. And then check 
out if the usage of each component offends the rules. Pros 
and cons are obtained by comparing with the previous 
knowledge of conventional embedded system. 

A. Prototype of open source IP based embedded system 
with Linux 

1)  The whole system is implemented on Atlys FPGA 
board including a Xilinx Spartan-6 FPGA chip[7]. 

2)  The USB to JTAG interface is used to program SPI 
FLASH. The SPI FLASH image contains ORPSOC 
bit stream for configuring FPGA and binary image of 
the program that will be executed. In this thesis, the 
program is u-boot, which is a bootloader for further 
Linux installation.  

3)  The interaction interface between user and the board 
is via UART console.  

4)  Another host computer acts as TFTP and NFS server. 
The TFTP server is for transferring Linux image to 
Atlys board and NFS server is for loading 
applications to Linux.  

5)  I2C slave device is a compass sensor, LSM303DLM. 

B. Generate ORPSOC with I2C controller enabled  

In the source code of ORPSOC, there is a specific folder 
contains RTL source code and makefile scripts for Atlys 
board. The I2C controller is a soft IP core that should be 
added into ORPSOC by connecting it to Wishbone 
interface. However, it has been connected already and 
disabled as default in a top-define file “orpsoc-defines.v”, 
which is for configuring functions of ORPSOC. Thus, 
uncommenting the code “`define I2C0” will enable the I2C 
controller in ORPSOC[8]. Then the next step is assigning 
the signals of I2C controller to PMOD socket developed by 
Digilent for peripheral connection[4]. The I2C interface 
requires 4 wires to communicate properly; they are Vcc, 
GND, clock line SCL and data line SDA. In ORPSOC, the 
names of SCL and SDA signals are “i2c0_scl_io” and 
“i2c0_sda_io” gained from top-design file “orpsoc_top.v”. 
Figure 5 shows the PMOD interface on Atlys board and 
signal assignment[4]. 

 

 
Figure 5: PMOD and I2C signal assignment.  

SCL and SDA signals are assigned to Pin3 and Pin4 by 
editing user constraint file (ucf). The carrier board of I2C 
slave LSM303DLM has a level-shifter circuit that makes it 
compatible for PMOD 3.3V system. At last, the hardware 
platform ORPSOC is generated with the help of makefile 
scripts[5]. A bit stream for configuring FPGA can be 
achieved after the synthesis, mapping, place and route 
steps are finished. Figure 6 shows the block diagram of 
ORPSOC. The blue blocks are default settings, and the red 
I2C controller is the one enabled in top-define file. 

 
Figure 6:  Block diagram of ORPSOC with I2C controller enabled 



ISSN 2277 – 3916            CVR Journal of Science and Technology, Volume 8, June 2015 
 

48 CVR College of Engineering      

C. U-boot  

Generally, GDB (GNU Project Debugger) is taking the 
responsibility of loading and debugging the software. 
However, the Xinlinx USB Platform Cable couldn’t be 
detected by GDB. Thus, an alternative should be found to 
load the software onto the platform. The approach is u-
boot. U-boot refers to universal bootloader, is a primary 
and powerful bootloader used in embedded systems that 
eases the procedure of loading Linux image or other 
application images. The u-boot can only fix the problem of 
loading software, whereas it can’t be a perfect replacement 
of GDB because software can hardly debug with u-boot. 
The installation of u-boot is to generate a SPI FLASH 
image that contains the FPGA configuration bit stream and 
the u-boot binary image.  

 
In ORPSOC, there is a ROM module written in Verilog 

language, which acts like a read-only memory. The ROM 
includes a bootloader program to load the software that is 
located in SPI flash. Therefore, the ROM and the 
bootloader are combined to be a bootrom. After the Atlys 
board is powered on, the FPGA will be configured and the 
u-boot is copied from SPI flash to external DDR2 RAM to 
start execution with the help of bootrom[6]. In addition, a 
block of 4 bytes should be added to the head of u-boot 
binary image that informs the bootloader in ROM how 
many bytes should be copied to RAM. In order to load 
Linux image through TFTP (Trivial File Transfer 
Protocol), the network parameters of u-boot and host 
computer should be set properly to build a LAN (Local 
area network) as shown in Table 1. The Ethernet MAC 
(Media Access Control) address can be random as long as 
it is valid if the system is only for experimental use. 
Moreover, the network speed of host computer should be 
configured to 100Mbps or below it because 100Mbps is the 
maximum connection speed supported by Ethernet MAC 
IP core in ORPSOC[4]. 
 

Table 1: Network parameters of u-boot and host computer 
 

 U-boot  Host computer  

Ethernet 
MAC address  

00:12:34:56:78:9a  Assigned by 
manufacture  

Local IP 
address  

192.168.2.6  192.168.2.2  

Network 
mask  

255.255.255.0  255.255.255.0  

Gateway IP 
address  

192.168.2.1  192.168.2.1  

Server IP 
address  

192.168.2.2  -  

 

D. TFTP and NFS server 

TFTP (Trivial File Transfer Protocol) is a simple file 
transfer protocol without any authentication. Because of its 
simplicity, it is implemented with less consumption of 
memory. TFTP server helps transfer Linux images from 
host computer to the RAM of Atlys board.  

 
The setup procedure of TFTP server is shown below:  

1. Install the required packages: tftp, xinetd, tftpd  

2. Create a folder for storing images that will be transferred 
to u-boot. And more important, the folder and the files in 
it should be configured as everyone can access it.  

3. Create a file named “tftp” under “/etc/xinetd.d” path, 
which is the configuration file for tftp server. Start the 
service. NFS is defined as Network File System. A NFS 
server can be mounted on any device supports NFS 
protocol. Using NFS server during testing avoids 
copying applications to target board, thus the debugging 
procedure becomes convenience.  

The steps for configuring NFS server is shown below:  
1. Install the necessary components: portmap, nfs-kernel-

server  
2. Edit the file “/etc/exports” to add the entry will be 

shared.  
3. The same as TFTP server, the shared folder and the files 

it contains should be configured accessible for everyone.  
4. Start NFS server and portmap.  

E. Building Linux kernel  

Before building Linux kernel, a DTS (device tree) file 
should be created at first. When Linux is booting up, it is 
necessary for Linux to know what hardware resources the 
board has. Thus, the device tree plays this role. Device tree 
is a data structure that describes the hardware and it is 
passed to Linux kernel by the bootloader. Then the Linux 
kernel can configure the hardware and work appropriately. 
The device tree for Atlys board is derived from the one for 
OpenRISC simulator located in Linux kernel source code. 
Firstly, the clock frequency and memory size should be 
corrected to 50MHz and 128MB. And then the I2C 
controller node can be added according to an example of 
I2C controller description for device tree gainedfrom 
Linux’s opencores I2C driver. Appendix C shows a 
complete device tree for this case. For Linux kernel, the 
I2C device interface support and I2C hardware driver for 
opencores are attached via “menuconfig”, which is a tool 
for selecting the features of Linux kernel. Then the binary 
image of Linux kernel can be generated by the GNU tool-
chain for Linux development. More than that, the image 
should be modified to a bootable image for u-boot with the 
tool “mkimage” provided by u-boot. U-boot refers to 
universal bootloader, is a primary and powerful bootloader 
used in embedded systems that eases the procedure of 
loading Linux image or other application images. 

IV.RESULTS 

A. Usability  

The application reads sensor output successfully that 
proves the Open source IP based embedded system with 
Linux is usable for industry. Although the application in 
this thesis is just to read output from an I2C sensor, but its 
success demonstrates that the open source IP based 
embedded system with Linux is usable. With the help of 
various open source IP cores and Linux drivers, it is 
possible to develop more complex embedded system for 
industry usage. 
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B. Pros and cons 

Table 2 is a comparison between open source IP based 
embedded system with Linux and conventional embedded 
systems. The open source IP based embedded system with 
Linux refers to the one whose hardware platform is 
ORPSOC having Linux installed.  

Table 2: A comparison between open source IP based embedded system 
with Linux and conventional embedded systems 

 Open IP 
based 
embedded 
system with 
Linux  
 

Conventional 
embedded 
system 
without 
Linux  
 

Conventional 
embedded 
system with 
Linux  
 

Product cost High Low Low 

Development 
environment 

Basic-
supported 

Well-
supported 

Well-
supported 

Flexibility and 
scalability 

High - 
Only Linux 

has 
scalability 

Software 
Portability 

High Low High 

Software 
development 

difficulty 

Low (except 
the case if 

hardware is 
not 

supported by 
Linux 
driver) 

Normally is 
high, 

depends on 
the vendor’s 

support 

Low (except 
the case if 

hardware is 
not 

supported by 
Linux driver) 

Reusability High - - 

 
The conventional embedded system refers to the one 

whose hardware platform is based on IC chips with fixed 
resources, such as AVR32 and ARM architecture. 
Developers can choose to install Linux on it or 
not.Obviously, the pros of open source IP based embedded 
system with Linux are high flexibility and scalability, high 
software portability, low software development difficulty 
and high reusability. Whereas the cons are high product 
cost due to the higher price of FPGA chips, basic-
supported development environment and more difficult 
software development if Linux driver doesn’t support the 
hardware.  

V. CONCLUSIONS 

In this paper, a prototype of open source IP based 
embedded system with Linux is presented. A successful 
application reading the output of acceleration raw data 
from an I2C compass sensor-LSM303DLM is developed 
as well, which proves the usability of such an embedded 
system. Moreover, the investigation of licenses indicates 
the implementation doesn’t offend the rules of GPL and 
LGPL and developing proprietary software on the system 
is valid. Hence, companies are allowed to develop and sell 
the embedded systems without providing their source code 
to users or public. Comparing to conventional embedded 
systems, although the open source IP based embedded 
system with Linux has some disadvantages such as: high 

product cost, only basic-supported development 
environment, and more difficult software development if 
Linux driver doesn’t support the hardware. However, it 
has: high flexibility and scalability, high software 
portability, low software development difficulty and high 
reusability.  

Open source IP based embedded system with Linux is 
hard for beginners to start with and the application 
development for Linux takes time to learn. However, once 
the developer handles them well, the time to develop an 
embedded system will be decreased significantly because 
the lower software development difficulty of Linux user 
space. Moreover, when the function of such an embedded 
system is changed, a total re-design of the embedded 
system can be avoided due to it is flexible, scalable and 
reusable. In addition to function change, the work of 
function migration can be reduced because of the high 
software portability and reusability. Hence, the open 
source IP based embedded system with Linux is more 
suitable in industrial usage.  
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Abstract—The Embedded systems are widely used in most 
electrical devices. They are often complex and safety –critical. 
Therefore their reliability is significantly important. Among 
many techniques to verify a system,  model checking models a 
system into temporal logic and can be used to assert a desired 
property on it. CBMC is a bounded model checker for ANSI- 
C and C++ programs. In this paper , it is extended the CBMC 
tool to check and automatically detect a C/C++ code 
containing  a form of un specified behaviors, like function 
calla with arguments that exhibits side effects which might be 
easily un noticed by the programmers. In addition, the code 
can be configured properly to be used for Arm Cortex micro 
softwares..  
 
Index Terms—Embedded system, CBMC, RTOS, BMC. 

I.  INTRODUCTION   

The majority of computer devices are embedded 
systems. These days cell phones, cameras, home 
appliances, robots, industrial machines, traffic lights, 
trains, airplanes, and many other devices mainly contain an 
integration of computer systems. Embedded systems are 
often complex and safety-critical. As both their hardware 
and software complexity are significantly increasing, 
reliability moves into the center of attention and needs to 
be tested properly. 

Testing could be done in different stages, while 
producing software and it is sometimes as complex and 
time consuming as developing the software. Therefore, it is 
more beneficial to find bugs at an early stage in software 
development and provide valuable feedback for 
developers, in order to find and fix such problems prior to 
building up the next modules or even next release. 
Sometimes bugs are due to a bad usage of a documented 
library or API, because of not reading the whole manuals 
or misunderstanding them. Another case could be not only 
a programmer's mistakes but also by reason of using 
complicated programming languages, like C/C++. In fact, 
while C/C++ are the most widely used languages for 
developing such systems, they are counted as highly prone 
to errors. These errors might lead to very serious 
consequences, including unpredictable and inconsistent 
program behaviors, run-time errors and even system 
crashes. Consequently effective detection of such errors is 
necessary. 

Many embedded system applications use a special 
operating system called Real Time Operating System 
(RTOS). FreeRTOS is an open source RTOS that is used 
for embedded platforms such as ARM, Cortex-M3, AVR 
and STM32. It is written mostly in C and offers a small 
and simple real time operating system. It provides one 

solution for many different architectures and development 
tools and it is known to be reliable. In this paper, we use 
FreeRTOS as a processor of targeting program which 
might contain unspecified behavior. 

For this purpose, we prepared a minimalist or simplified 
model of the FreeRTOS API in form of a C library. For 
achieving error detection goal, there are variable 
verification techniques. Using formal methods are well-
known, which mathematically specify and verify these 
systems. They give us a proper understanding of a system 
and reveal inconsistencies, ambiguities, and 
incompleteness that might otherwise go undetected [1]. 

One of the most widely used formal methods is model 
checking, a technique that relies on building a finite model 
of a system and checking if a desired property holds in that 
model. Bounded Model Checking (BMC) techniques are 
able to efficiently and statically detect the 
possibility of run time exceptions in low-level imperative 
code, i.e., due to erroneous use of pointers, arithmetic 
overflows, or incorrect use of APIs. One of the most 
successful tools for automatic verification that implements 
the bounded model checking (BMC) technique, is the C 
Bounded Model Checker (CBMC) used for ANSI-C/C++ 
programs. There is a class of defects that is detected by this 
CBMC, while many other verification tools have not 
unnoticed yet. For instance, among many features, we 
emphasize more on its ability to check array bounds even 
with dynamic size, pointer safety during conversion of 
pointers from and to integers and user-specified assertions; 
moreover it models integer arithmetic accurately, and is 
able to reason about machine-level artifacts such as integer 
overflow. In CBMC, any sort of checking appears as a 
specification that comes to a boolean formula, which is 
then checked for satisfy ability by using an efficient SAT 
procedure. As a result, either a counterexample is extracted 
from the output of the SAT procedure, in the case that the 
formula is satisfiable, or if the formula is not satisfiable, 
the program can be unwound more to determine if a longer 
counterexample exists [2]. 

We extended the CBMC tool to check and automatically 
detect C/C++ code containing one form of unspecified 
behavior in the C/C++ standard which might go easily 
unnoticed by the programmers. According to the C/C++ 
standard, the order in which the arguments to a function 
are evaluated is unspecified and it depends on many factors 
like the argument type, the architecture, the platform and 
the compiler. The standard dictates that a C/C++ 
implementation may choose the order in which the 
function arguments are evaluated. It is the programmer's 
task to take care of them and make sure that the program 
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does not depend on the order of evaluation. However, there 
is a warning flag in C/C++ compiler like GNU, -
Wsequence-point, which warns about code that may have 
unspecified semantics because of violations of sequence 
point rules in the C and C++ standards. However, the 
current approach is suboptimal and many complicated 
cases are not diagnosed by this option. For instance, 
through this flag, the side effect among the array indexes 
are not evaluated precisely. If two indexes are expressions 
that might get same value at some point in the code, the 
flag is not able to detect this case. 

Eventually, it is provide capability for proposed CBMC 
extension to be run on applications written in FreeRTOS, 
added an option to the CBMC front-end to verify if a given 
C/C++ code contains no such kind of side effects in 
arguments of each function and warn the programmer if 
there is any evaluation order dependency in the code.. 

This paper presents a study to develop a method and an 
automated tool for automatic detection of software defects. 
The target programs are written using the FreeRTOS real-
time operating system, compiled by the ARM Micro-
controller Development Kit (MDK-ARM) and executed on 
ARM Cortex micro-controllers. The starting point of this 
work was the existing bounded model checker CBMC. We 
extended CBMC to be able to model check C code for 
ARM Cortex micro-controllers and automatically detects 
software defects in FreeRTOS softwares such as general C 
faults like function calls with arguments that exhibit side 
effects. It covers any kind of expressions containing 
variables, structures, classes, arrays and arithmetic 
operators over them. Moreover, we consider sequence 
points which force the compiler to evaluate the expressions 
in predefined order such as || , &&, ?: and comma. For 
evaluating the result, we compared our modified CBMC 
with the original CBMC and Coverity verification tool[15], 
[16] and GNU Compiler Collection (GCC) using -
Wsequence-point flag. The result shows that the extended 
CBMC has the ability to check more unspecified behavior 
than the other three tools. Next, author prepared a 
minimalist model of the FreeRTOS API in the form of a C 
library, in order to support detection of defects that might 
happen in FreeRTOS software specific to the MDK-ARM 
compiler and explained why it is essential. 

II.  EXISTING MODEL CHECKERS 

In this section chapter, we briefly introduce important 
concepts and tools that are used in this work. Verification 
is a procedure of evaluating if a system meets a 
specification or imposed requirements. To verify a system, 
among many formal methods, model-checking and 
theorem proving are well-known. They are mainly used to 
analyze the system based on its specification for certain 
properties. 

Model checking requires building a finite model of a 
system, It checks whether a desired property holds in that 
model. There are several ways to model check C code such 
as Bounded Model Checking (BMC), model checking with 
predicate abstraction using a theorem prover, model 
checking with predicate abstraction using a SAT solver 
and translation of the C code into a model of an existing 

standard model checker [3]. The common property in all 
these techniques is an abstracted program with a finite state 
space that is gained from transformation of the system. 
Finiteness is required because the model checking 
algorithm should go through all states. 

Bounded Model Checking, as the name suggests, does 
this transformation by unwinding possibly infinite 
constructs a finite number of times, for example, it 
executes while loops n times, where n is a limiting upper 
bound. A tool that implements bounded C model checking 
is CBMC. It is able to find a suitable n in most cases. 
However, if it does not succeed, there is a possibility for 
users to provide their own upper bound to be used by 
CBMC. In such a case, CBMC cannot guarantee that the 
user-provided upper bound is long enough to not miss any 
errors and that no longer counter-example is available. 
This is the case, where CMBC can only find errors and not 
prove correctness [3]. The advantage of model checking 
over theorem proving is that model checking can be used 
to check if a system is completely specified or to verify 
modules or partial specifications. It is completely 
automatic and fast and contributes useful information of 
system's correctness. The model checker will either 
terminate with answer true indicating that the model 
satisfies the specification or give a counterexample 
execution that shows why the specification is not satisfied, 
which can be useful while debugging is shown in  
Figure 1 [4]. 
 

 
Figure 1: The model-checking approach 

In theorem proving, a system and all desired properties 
are revealed mathematically in formulas. This is given by a 
formal system, which defines a set of axioms and a set of 
inference rules. Then all properties that should be held by 
the system are being proved from the axioms of the system 
by applying the inference rules. It is essentially, a process 
of proving a property from the axioms of the system. In 
contrast to model checking, theorem proving concerns 
infinite state spaces and proves these domains by structural 
induction techniques. Theorem proving mainly requires 
interaction with a human and humans might yield 
invaluable vision into the system and properties for being 
proved and it makes the process slow and sometimes error 
prone [1]. 

III. C BOUNDED MODEL CHECKER (CBMC) 

CBMC is an open source model checker that uses 
bounded model checking technique to verify C or C++ 
programs. C/C++ files names are given to it as command 
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line arguments. Similar to other compilers, it integrates all 
definitions and functions from each file but instead of 
making the binary code, it produces a goto-program of the 
program. The goto-programs are simplified C/C++ 
programs, which contain program's information such as 
variable's data type, any type casting and library functions, 
in a structured way and are represented in the form of 
Control Flow Graphs (CFG). In goto-programs, each 
variable is assigned once and it is done by renaming in 
each case, this transformation is called Static Single 
Assignment (SSA). 

In next step, a CNF is generated from this intermediate 
symbolic code and is passed to a SAT solver. SAT solver 
checks this equation's validness and it gives a counter-
example trace when it fails. This shows that a bug is found 
in the program [2]. Considering the real time behavior of 
embedded systems, loop constructs are limited in number 
of iteration. CBMC verifies such finite upper run time 
bounds by unwinding all loops and checks if enough 
number of iterations are set in order to prove the absence 
of errors[2]. CBMC also provides set of keywords, which 
can be used to aide CBMC with more information about 
the program. These keywords can be used for program 
instrumentation. The program instrumentation is a 
procedure to verify some properties of the code. 
CPROVER_assert(expr) and CPROVER_assume(expr) 
macros are examples of these keywords. The former can be 
used to check any condition (expr) with the same logic for 
assertions in the usual ANSI-C expression logic. When 
CBMC encounters this keyword, it tries to generate a 
formula to check assertion failure. The generated formula 
is verified using SATsolvers. If the formula is satisfiable 
then assertion fails and CBMC generates error and 
produces counter-example showing possible trace of error. 
The latter macro, CPROVER_assume(expr), is used to 
restrict non-deterministic choices made by the program and 
it reduces the number of program traces that are considered 
and allows assume-guarantee reasoning [5]. 

CBMC also supports pointers, arrays, structures, 
floating point operations and function pointers. There are 
other tools like BLAST [6] and Extended Static Checker 
for Java (ESC/Java)[7]. BLAST is a software model 
checker for C programs. Like CBMC, it checks that 
software satisfies behavioral properties of its interfaces and 
it uses counterexample-driven automatic abstraction 
refinement to construct an abstract model, which is model 
checked for safety properties. However, the advantage of 
CBMC over BLAST is that CBMC can also be used to 
verify consistency of hardware designs with a functional 
specification (written as C program). It can verify modules, 
and not only whole programs and it treats recursive 
functions and has GUI. ESC/Java tool also attempts to find 
common run-time errors at compile time but in Java 
programs. It is based on simplify theorem prover using 
SAT checking and translates code to SSA, and then into 
verification conditions. ESC/Java supports assume-
guarantee reasoning that are on methods and method calls, 
whereas in CBMC assume-guarantee statements can 
appear in any place in the program. 

IV.   FREE RTOS OPERATING SYSTEM 

Real time systems often run on special operating 
systems. A Real Time Operating System (RTOS) provides 
facilities to programmers such as process execution, 
predictability, data structures, and mechanisms for inter-
process communication. FreeRTOS is used to develop real 
time systems for embedded devices. FreeRTOS is designed 
to be small and simple. The kernel itself consists of few C 
files. To make the code readable, easy to port, and 
maintainable. It is written mostly in C, but there are a few 
assembly functions included where needed (mostly in 
architecture specific scheduler routines). FreeRTOS 
provides methods for multiple threads or tasks, mutexes, 
semaphores and software timers [8]. The fast execution, 
low overhead, configurable scheduler, co-routine supports, 
trace support 
and very small memory footprint are key features of 
FreeRTOS. 

In C and C++ standards, the order of evaluating 
expressions is expressed by concept of sequence points. A 
sequence point shows which part of the expression is 
executed before and which one after it. Therefore, a partial 
ordering occurs between executions of different sides. For 
instance, sequence points could be after the first operand of 
operators &&, || and ?:, in a function call after evaluation 
of its arguments but before executing the 
function body and in many other specific cases. 

V. UNSPECIFIED SIDE EFFECTS 

In this section, it is describe how evaluation of function 
arguments could be seen as one of the common defects in 
C/C++. Both expressions give evaluation and defects in 
formal semantic. In the last part of this chapter, it is 
explained our algorithm used and show how these side 
effects in function arguments are detected. As it mentioned 
earlier, bugs could occur due to bad usage of the 
documented rules of programming languages. This is quite 
common in C/C++ programs. Sometimes programmers 
forget to check if their codes are specified by the standard. 
More specially if the code has portable behavior and they 
can count on it. Our focus is on how this could be issued in 
evaluation of function arguments.  

A. Undefined Behavior 

Behavior, due to use of a non-portable, erroneous data 
or program construct, where the standard imposes no 
requirements for them. An example of undefined behavior 
is the behavior on integer overflow. Behavior, where each 
implementation documents how the choice is made and the 
language provides a documentation describing its 
characteristics and behavior. An example of 
implementation-defined behavior is size of integer where 
the implementation must have only one definition for 
every place in the program. 

B. Unspecified Behavior 

Behavior, where a set of allowable possibilities is 
defined but it is not deterministic. The standard enforces 
no further requirements and the implementation is not 
required to document which option is chosen in any 
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occurrence. For example, the compiler can choose different 
possibilities in different places, where the cases could even 
happen in the same program. Moreover, from the C 
standard specification, we mark the following cases that 
are not specified in the language [11]:  Use of an 
unspecified value, or other behavior where the 
International Standard provides two or more possibilities 
and imposes no further requirements on what is chosen in 
any instance. An example of unspecified behavior is the 
order in which the arguments to a function are evaluated 
(§3.4.4)  The order in which sub-expressions are evaluated 
and the order in which side effects take place, except as 
specified for the function-call (), &&, ||, ?:, and comma 
operators (§6.5). 

The order in which the function designator, arguments, 
and sub-expressions within the arguments are evaluated in 
a function call (§6.5.2.2) According to the C++ standard 
[9], the order in which the arguments to a function are 
evaluated is given as an example of unspecified behavior. 
In fact, it depends on many factors like the argument type, 
the called function's calling convention, the architecture 
and the compiler. On an x86, the Pascal evaluates 
arguments left to right, whereas in the C/C++ calling 
convention it is right to left. Therefore, programs, which 
run on multiple platforms should take the calling 
conventions into account to skip any surprises, side effects 
or crashes. The standard dictates that a C/C++ 
implementation may choose in which order, function 
arguments are evaluated. To be in the safe side, the 
program itself should not depend on the order of evaluation 
of side effects and shall not use parameters of a function in 
default argument expressions, even if they are not 
evaluated. By the following examples, we intend to clarify 
this common unspecified case according to 
the standard. Consider the function test: 

void test(int arg1, int arg2, …); 
Assume that somewhere in the program there is a call like: 

int i = 0; 
test(i++, i, ...); 

How or in which particular order, different environments 
evaluate the arguments, is so important that even this 
simple function call can behave differently from one to 
other. For instance, test(1, 1, …), test (1, 0, …) or even test 
(0, 0, …) yeild possible results. 
The second case is when arrays are involved; the index 
expressions come to center of attention. 

int a[2] = {0, 1}; 
int i = 0; 
test(a[i] ++, a[i], …); 

But more interesting example is when we have different 
indexes of an array: 

int a[2] = {0, 1}; 
int i = 0; 
int j = 0; 
test(a[i] ++, a[j], …); 

In this case, from the syntax point of view, a[i] is not a[j]. 
However, they might point to the same location of memory 
when i and j hold same value. In addition, next example 
shows that the sequence point rule could effect these 
unspecified cases: 

int i = 0; 
test(..., i++ || i , ...); 

The || operator is a sequence point and forces the 
compiler to evaluate its left and right operands in a 
specified order; then there is no unspecified behavior in 
this example. Therefore, it may be necessary to warn the 
user, if evaluation of arguments of any particular function 
lead to unspecified behavior due to expressions with 
possible side effects. However, the original CBMC allows 
all side effect operators with their respective semantic. 
Moreover, regarding the ordering of evaluation, CBMC 
uses a fixed ordering of evaluation for all operators. It 
believes, while such architecture dependent behavior is 
still valid in ANSI-C programs, showing these cases are 
not desirable [5].Furthermore, we saw these side effect 
warnings as a demand and added this option to CBMC 
front-end, to verify that a given C/C++ code contains no 
side effects in arguments of its functions. In the following 
section, we present a formalization of argument expression 
through precise description of the C/C++ language 
interface. 

In this section, a formal semantics of expression 
evaluation is presented. The Structural Operational 
Semantics (SOS) is used in this project, which is a set of 
rules for giving a formal semantics of expression. It 
basically defines the behavior of a program in terms of 
behavior of its parts and provides a structural view on 
operational semantics; in my opinion this structure is easy 
to follow. An SOS rule is in the form of:  

assumption , requirement 
conclusion (name) 

where the assumption is a pre-condition of an expression 
before its evaluation and requirement shows under which 
domain this assumption is hold. 

Although this simplified grammar of expressions is not 
fully matched to C/C++ languages, it covers most main 
types of operators with clear syntax similarity to C/C++. 
For the sake of simplicity, the similar operators are skipped 
in this grammar but it is easily extendable without extra 
complexity. 

int_expr ::= var_access | 
int_expr bin_opr int_expr | 
int_expr seqpoint_opr int_expr| 
var_access ::= int_var | 
int_var++ | 
array_access | 
array_access++ 
int_var ::= x 
array_access ::= a[int_expr] 
bin_opr ::= + | - | * | / | = = | < 
seqpoint_opr ::= || | && 

C)  Algorithm of Evaluation Order Side Effect 

There are several constraints on how to evaluate 
expressions in C/C++ language standard. As mentioned 
before, the most significant one is that “between the 
previous and next sequence point an object shall have its 
stored value modified at most once by the evaluation of an 
expression. Furthermore, the prior value shall be accessed 
only to determine the value to be stored” [ISO90, x6.3]. 
Violation of this constraint might result in unspecified 
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behaviors. In this part, we present our algorithm for 
checking it and we explain how we determine the existence 
of the side effect in evaluation order of the arguments to 
any function. 

The action of side effects happen by changing the 
memory. Therefore, it is important that while evaluating 
certain expression, any pairs of read and write over certain 
memory location are seen as a potential side effect. 
Principally, operators like assignments, increment 
or decrement are counted as write operators. For instance, 
in the following function’s arguments, there are a few read 
and write pairs. Your goal is to simulate the usual 
appearance of papers in a Journal Publication of the CVR 
College. We are requesting that you follow these 
guidelines as closely as possible.  

VI. IMPLEMENTATION 

This section shows briefly the modifications made to 
CBMC tool to be able to find possible unspecified 
behaviors in a given source program. 

A. CBMC 

The argument side effect checking, described in chapter 
4, is implemented using C++ programming language. The 
source code is checked out from subversion (SVN) 
repository            http://www.cprover.org/svn/cbmc/ 

We used the trunk version for windows in this thesis. In 
order to reduce the amount of work required to set up a 
Visual Studio project for CBMC and the associated tools, a 
script is used which automates this process. The script is 
available in the CBMC SVN trunk in the directory 
"scripts" and is called "generate_vcxproj". It could be 
configured by following command in a bash shell, e.g., 
provided by cygwin. ./generate_vcxprojThe command 
reads the Makefiles and automatically generates project 
files for cbmc, gotocc and goto-instrument, and we can 
access them through Visual Studio. The project files come 
with filter definitions that order the source files according 
to the (top-level) sub directories they are in. 

Note that the flex and bison tools and the irep_id 
conversion tool still need to be run manually as mentioned 
in the compiling hint document.  

This project file is helpful for debugging and building 
with MSBuild. For windows platform, CBMC still requires 
the pre-processor cl.exe, which is part of Visual Studio and 
the path to cl.exe must be part of the PATH environment 
variable of your system. The trunk is structured in a similar 
fashion to a compiler. It contains language specific 
frontends with limited syntactic analysis, intermediate 
format and a back-end tool for processing this format. Like 
a compiler, it takes the names of .c/.cpp files as command 
line arguments, then it translates the program and merges 
the function definitions from the various .c/.cpp files, just 
like a linker. But instead of producing a binary for 
execution, it performs symbolicsimulation of the 
program[13]. Here, we outline the trunk project but only 
the important directories with files that get modified, for 
the sake of clarity. 
/trunk 

/src 
All source codes are located in this directory and they are 
separated into different sub directories, such as, /analyses, 
/cbmc, /goto-programs, etc. 
/goto-programs 
Contains the transformation program of the source code to 
an intermediate representation of C/C++ which is language 
independent. All converting methods are located here, and 
our new support is mostly added as a goto-program.  
/cbmc 
The first full application is this directory. Here, the front 
ends (ansi-c, cpp, gotoprogram or others) are used to create 
a goto-program, goto-symex to unwind the loops the given 
number of times and produce and equation system It then 
uses solvers to find a counter-example. 
/goto-cc 
It is a compiler replacement that just converts C/C++ 
programs to goto-binaries. It is supposed to be dropped 
into an existing build procedure in place of the compiler 
Thus, it emulates flags that would affect the semantics of 
the code produced. Which set of flags are emulated 
depends on the naming of the gotocc/ binary. If it is called 
goto-cc then it emulates GCC flags, goto-arm cc emulates 
the ARM compiler, goto-cl emulates VCC and goto-cw 
emulates the Code Warrior compiler. The output of this 
tool can then be used with cbmc[13]. 
/goto-instrument 
The goto-instrument is the top level control for the 
program. It could be used as a skeleton of new project. 
This directory contains a number of tools that are used in a 
goto-program. One can either modify it or perform some 
analysis. Here the command line is parsed to see which 
option is desired by user. It supports the following checks: 
--no-assertions ignores user assertions 
--bounds-check adds array bounds checks 
--div-by-zero-check adds division by zero checks 
--pointer-check adds pointer checks 
--arguments-check* adds argument order checks 
* not available in original CBMC 
/analyses 
It makes a list of all checks that should be analyzed (e.g. 
options taken as arguments by command line parsing). 
/doc 
The html and pdf versions of the source code 
documentation explaining the above directories more 
detailed [13]. We also need a SAT solver (in source). 
MiniSat2 is recommended by CBMC and it could be 
downloaded from: http://minisat.se/downloads/minisat-
2.2.0.tar.gz 

B. CBMC Extension 

To design the argument-checker that was discussed in 
Chapter 4, we add a module to goto_programs directory. 
Knowing some of the basic concepts might be useful here, 
such as, each function is a list of instructions, each of 
which has a type (one of 18 kinds of instructions), a code 
expression, a guard expression and potentially some targets 
for the next instruction. Our module checks each 
expression while it is being converted to an intermediate 
format referred to as goto-binaries or goto-programs. In 
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conversion level,CBMC has a technique to adjust the code 
to standard definition in some special cases and prevent 
some side effects by cleaning expressions like && || ?: 
comma (control dependency), ++ --, compound 
assignments, object constructors like arrays, string 
constants, structures and function calls. It actually rewrites 
the expression in a way that the standard specified. 
However, as we like to check expressions with more 
sensitivity, we need to do it before any cleaning to ensure 
nothing is missed or basically converted. In this regard, we 
make a list of identifiers of arguments list for each 
function. Each identifier represents a variable used in 
arguments in a function. 

VII. EVALUATION AND CASE STUDY 

This section summarizes the result of model-checking 
performed some codes containing undefined behavior in 
their argument list of functions. Experimented with the 
same code with desired dependency among a function's 
arguments through Coverity 7.0, GCC 4.8.2 and our 
modified CBMC. 

The case code contains two types of dependency among 
arguments For clarity, injected them in separate functions. 

 int a = 0; 
 int c = a; 
 size_t order[3] = {1, 2, 3}; 
 get_order(order[a], order[c]++); 
 get_order(order[a], order[a++]); 
 

After testing the code by the mentioned tools, it is 
observed that all three tools are able to detect some sort but 
not all kinds of evaluation order dependencies in both 
functions arguments. In this test code, line 17 is reported in 
all three compiling ways as evaluation order violation due 
to a pair of read and write operations over variable a. 
Similarly, experienced more dependencies in variables of 
expressions with no array memories and all these tools 
found them successfully. However, in different type of 
dependencies the result was not the same; For example, in 
this code, in line 16, when indexes a and c of array order is 
read and written respectively, Coverity and GCC are not 
able to check whether these indexes hold same value and if 
the same location of memory is going to be processed or 
not. 

In contrast, the modified CBMC is able to detect it. 
Figure 3 shows that modified CBMC found this possible 
violation. Moreover, CBMC creates a counter example 
trace which is a program trace that ends in a state which 
violates the property (a==c). andFigure shows the GCC 
4.8.2. 
 

 
Figure 2: GCC 4.8.2 

 

 
Figure 3: Modified CBMC 

VIII. CONCLUSIONS 

In this work, author extended the CBMC to verify real-
time programs run on FreeRTOS operating system and 
MDK-ARM firmware and specially found some possible 
unspecified behaviors. The targeting program might 
contain unspecified behaviors, such as, when evaluation 
order of arguments to a function are not defined by the 
standard as it depends on many factors like the argument 
type, the called function's calling convention, the 
architecture and the compiler. This dependency among 
expressions could lead to non deterministic behavior of a 
system and causes serious issues. For this purpose, a 
method is prepared  to detect such an unspecified behavior 
by extending available tool named CBMC and we 
equipped a FreeRTOS API to be able to utilize this 
modification. The CBMC tool was easy to extend and 
working with it was simple and instructive as it is an open 
source tool and supported by valuable tutorial and full 
documentation. Its good reputation and being a notable 
tool for testing C/C++ programs motivated us to add more 
supports into it. 

In conclusion, it is observed that, the proposed tool 
worked well at detecting a wide range of different 
dependencies in expressions of a function's arguments, 
including direct access to memory locations or through 
array indexes. As future work, it could support expressions 
containing such dependencies, when the pointers of same 
memory location are involved. It is very similar to cases 
with arrays that are already included. Further, the current 
code checks these unspecified behaviors specifically 
among arguments of any function in a program. The same 
method can be extendable to check them in any 
expressions in the whole program. 
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Abstract— The EEG is Electro Encephalo Gram that which 
gives the electrical activity of the brain. Analysis of the 
electrical activity is very important to diagnose neurological 
problems. But, the problem generally involved is that the 
EEG signals have very low amplitude and these very low 
amplitude signals cannot drive displays for further analysis. 
So, we require to use amplifiers. Instrumentation amplifier is 
widely used for such applications because they give high gain. 
For designing the instrumentation amplifier, we have to first 
design the operational amplifier and this is further used to 
design the instrumentation amplifier. The 180nm CMOS 
technology has been used for the Implementation of this 
amplifier. It gives a hiah gain of 111 dB an low power 
dissipation of 16mW. 
 
Index terms—EEG, Instrumentation amplifier, Op-Amp, 
CMOs. 

I. INTRODUCTION 

Measurement of brain signals is necessary to diagnose 
neurological disorders and other brain disorders. To 
diagnose, the brain signals are taken during sleep and other 
conditions of the patient. With the obtained results, the 
doctors conclude the disease and continue with the 
treatment. The Electrodes are placed on the scalp of the 
patient and these electrodes give an electrical output whose 
amplitude is in terms of micro volts. A protection circuit is 
used to avoid damage to the setup. These electrical signals 
are further amplified by an instrumentation amplifier and 
filtered and sent to a display device. The EEG is also vital 
for human machine interface that can be used for non-
verbal communication. Electrodes are placed in specific 
locations of the scalp. 

 
Figure.1: EEG signal chain. 

When we look at the block diagram in Figure.1 , we 
understand the complete operation of the instrument. The 
electrodes collect the signal from the brain and given to 
amplifier and then filtered. The amplification occurs first 
because the brain waves have too low amplitude and 
frequency and it is very important for the signal to 
strengthen to separate artefacts and the EEG through 
filtering. There are many artefacts that cause distortions in 
the brain waves, they could be both technical and patient 
related. We can see even if a small part of the body is 
moved, even when they eye is moved, could be even due to 
sweating and even due to too much electrode jelly and low 
battery. We have filters like high pass, low pass, notch 
filters that allow only the brain waves. These filtered 
waves are then converted into digital signal and processed 
for further analysis. 

From the above block diagram of an EEG it is evident 
that we require an amplifier for further analysis of the 
brain waves. It is also evident from the clinical 
applications of an EEG that measuring brain waves is vital 
to analyze the brain and conclude on diseases related to the 
brain. The instrumentation amplifier used has to be 
designed so as to meet the criteria of an EEG with 
following specifications. 

 
Table 1. Specifications of Instrumenation Amplifier.  

PARAMETER VALUE 

Input impedance 10Mohm 

CMRR >80dB at 50/60Hz 

Noise <2µV peak to peak 

Bandwidth 0.1 to 95Hz, -3dB 

Gain 3000 

Impedance checking 
Built in, 10Hz sine wave. Range 1kilohm to 

50kilohms, 10% 

Samples rate 
200/400 samples/sec/channel, simultaneous 

sampling 

Input signal range 2mV peak to peak full scale 

DC input voltage 
range 

±450mV max 

Slew rate 10V/µs 
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II. DESIGN OF INSTRUMENTATION AMPLIFIERS 
The instrumentation amplifier is similar to the 

differential amplifier that has input buffer amplifiers fitted 
to remove the need for extra circuitry required for 
impedance matching making these amplifiers useful for 
measurement and test equipment is shown in figure 2. 

 
Figure 2: Instrumentation amplifier 

The instrumentation amplifiers can be built with 
individual op-amps and precision resistors, but are also 
available in integrated circuit form from several 
manufacturers (including Texas Instruments, National 
Semiconductor, Analog Devices,  Linear 
Technology and Maxim Integrated Products). An IC 
instrumentation amplifier typically contains closely 
matched laser-trimmed resistors, and therefore offers 
excellent common-mode rejection. Examples 
include AD8221, MAX4194, LT1167 and INA128. 

Instrumentation amplifiers offer a unique combination 
of differential inputs, high input impedance, and excellent 
precision and noise specifications. Using both zero-drift 
and traditional topologies, Linear Technology's 
instrumentation amplifiers feature high precision, low drift 
and excellent PSRR and CMRR. Like all Linear 
Technology devices, our instrumentation amplifiers are 
unique in offering fully specified, tested and guaranteed 
performance for key parameters over the full operating 
temperature range, enabling high reliability designs. 

Instrumentation amplifier is the front end component of 
every measuring instrument which improves the signal to 
noise ratio of the input electrical signal from the 
transducer. It uses the fact the noise is common to the both 
output terminals of a transducer across which the output is 
measured and sent to measuring instrument. Advantages of 
instrumentation amplifier High gain, the gain of the 
instrumentation amplifier can be varied by just varying 
resistors in input circuit without affecting the resistors in 
difference amplifier circuit, high CMMR, High input 
resistance. 

To design an instrumentation amplifier an operational 
amplifier has to be designed first. We generally use a two 
stage operational amplifier since a single stage amplifier 
will have low gain. The proposed instrumentation 
amplifier was designed using 180nm CMOS technology. 
The technology provides six levels of metal (copper and 

aluminum) with Vth values of 0.48 V and -0.4 3 V for the 
NMOS and PMOS transistors, respectively. An extension 
to that technology provides optional passive devices for 
analog circuit design, including MIM (Metal-Insulator-
Metal) and thick oxide MOS capacitors. 

To understand the design of the instrumentation 
amplifier, we first consider a differential amplifier as 
shown in figure3. 
 

 
 

Figure 3: Differential amplifier 

We use the super position principle and using that, when 
V2 is applied alone: 

 

When V1 is applied alone: 
 

 

 
Where, 

 

 
The output voltage Vo can be obtained as follows: 
 

 

 

Taking R2/R1 common, we get: 

 

If R1/R2=R3/R4 then we have: 
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Simplifying, 

 

Rearranging the terms, 

 

To avoid the problems of input impedance we add 
buffer circuits to the differential amplifier and it appears as 
shown in Figure 2. It represents a three op-amp 
instrumentation amplifier where the first two operational 
amplifiers act as input buffers and the third amplifier is 
responsible for the high gain [1]. 

Initially let us assume V1=V2 (common mode) then I=0, 
V2’=V2 and V1’=V1. If V1≠V2 then V’2-V’1 > V2-V1. 
 
The differential amplifier output is given as: 
 

 

 
Taking R2/R1 common in the above equation. We have: 
 

 

 
 
From the circuit we get, 
 

 
Also, 

 
And, 

 
 

Substituting the value of I in V’1 and V’2 we get: 
 

 

 
 

Using the above in the output voltage equation. 
We obtain: 
 

 

Simplifying, we get: 

 

 

III. DESIGN OF AN OPERATIONAL AMPLIFIER 
This section describes the design of operational 

amplifier which is basic block in the instrumentation 
amplifier. The figure.4 represents the transistor level 
diagram of two stage operational amplifier. 
 

 
Figure.4:  CMOS realization of a two-stage amplifier 

A) Operational Amplifier Gain: 

For low frequency applications, the overall gain is one 
of the most critical parameters. The gain of the first stage 
can be derived as follows:  

  
Figure.5: Common-source amplifier with a current mirror active load. 

A small signal equivalent circuit for low frequency 
analysis for the common source amplifier is as follows: 

 

Figure.6: Small signal equivalent circuit for the common-source 
amplifier. 
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Vin and Rin are the Thevenin equivalent of the input source. 
It is assumed that the bias voltages are such that both the 
transistors are in active region. The output resistance, R2, is 
made up of the parallel combination of the drain-to-source 
resistance of Q1, that is, rds1, and the drain-to-source 
resistance of Q2, that is rds [2].  

Using small-signal analysis, we have Vgs1=Vin an we 
have, 

rds1|| rds2) 

gm1 is given by, 
 

 
Id in the active region is given by, 

 

 
 
 

 
Figure 7: Small signal model for a MOS transistor in active region. 

 

 
Equivalently, we get: 

 
 
Where, the effective gate-to-source voltage, Veff is defined 
as, 

 
We now understand that the trans-conductance is directly 
proportional to Veff. It is desirable to express gm in terms 
of ID rather than Vgs, so we have: 
 

 
From the above, we get: 
 

 

 
Substituting Veff in gm and simplifying, we get: 
 

 
Thus, the transistor trans-conductance is proportional to 

for a MOS transistor. Therefore, gm1 in gain of the first 
stage is given by, 

 
Also, an approximation to the finite output impedance, 

rds1, of transistor Q1 is given by, 
 

 
 

Where, α is a technology-dependent parameter of 
around 5 x 106.The second gain stage is simply a common-
source gain stage with a p-channel active load Q6. Its gain 
is given as follows: 
 

 
 

     The third stage is a common-drain buffer stage. This 
stage is often called a source follower, because the source 
voltage follows the gate voltage of Q8, except for a level 
shift. The gain of this source-follower is given by, 
 

 
 

    Where, GL is the load conductance being driven by the 
buffer stage. When it is not possible to tie the substrate of 
Q8 to its source, as is the case when an n-well process is 
used, then the gain of the buffer stage is given by, 
 

 

Where, gs is a body-effect conductance and is given by, 

 

Voltage VSB is the source-to-substrate voltage and γ is 
the body-effect constant and 2�F is twice the difference 
between Fermi level in the bulk and the Fermi level of 
intrinsic silicon. Thus gs is around gm/5. 

B) Frequency Response 

The frequency response of the two-stage operational 
amplifier at frequencies where the compensation capacitor, 
CC, has caused the magnitude of the gain to begin to 
decrease. There are some assumptions considered, first, all 
the capacitors are ignored except the compensation 
capacitor. Second, we assume that the transistor isn’t 
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present. This transistor operates as a resistor, which is 
included to achieve lead compensation and it has an effect 
only around the unity-gain frequency of the operational 
amplifier [3].  

The second stage introduces a capacitive load on the 
first stage due to the compensation capacitor, CC. using 
Miller’s theorem, the equivalent capacitance Ceq at node V1 
is given by: 

 

The gain in the first stage can be found using the small-
signal model, and it results in: 

 

Where, 

 

For mid-band frequencies, the impedance of Ceq 
dominates, and the above equation can be written as 
follows: 

 

For the overall gain, we have: 

 

If we assume A3=1, then the overall gain simplifies to: 

 

Using this equation the approximation of unity-gain 
frequency can be done. To find unity-gain frequency, ωta, 
we set, |Av (jωta)|=1. Thus we obtain the following 
relation: 

 

C) Slew Rate 

Slew rate is one of the important high frequency 
parameter of an operational amplifier. The slew rate is the 
maximum rate at which the output changes when input 
signals are large. When the operational amplifier is limited 
by its slew rate because a large input signal is present, all 
of the bias current of Q5 goes into either Q1 or Q2, 
depending on whether Vin is negative or positive. When 
Vin is a large positive voltage, the bias current, ID5, goes 
entirely through Q1 and also goes into current mirror pair, 
Q3, Q4. Thus, the current coming out of the compensation 
capacitor, CC, is simply equal to ID5 since Q2 is off. 
When Vin is a large negative voltage, the current mirror 
pair, Q3 and Q4 is shut off because Q1 is off, and now the 
bias current, ID5, goes directly into CC. in either case, the 
maximum current entering or leaving CC is simply the 
total bias current[4], ID5. 

Slew rate is the maximum rate that V2 can change. 
Recalling that Vout≈V2, we have: 

 

Where, we used the charge equation q=CV, which leads 
to I=dq/dt=C(dV/dt). Since ID5=ID1, we can rewrite slew 
rate as follows: 

 

Where ID1 is the original bias current of Q1 with no 
signals present. Also, using the unity-gain frequency 
equation, we get CC=gm1/ωta, substituting this in the 
above equation[5]. We get, 

 

Recalling the value of gm1, 

 

Using this in the slew rate equation we have: 

 

Where, 

 

D) Systematic Offset Voltage 

When designing the two-stage operational amplifier, it 
is possible that the design will have an inherent (or 
systematic) input-offset voltage. To ensure that no 
systematic input-offset voltage exists, when the differential 
input voltage is zero (i.e., when Vin+=Vin-), the output 
voltage of the first stage, VGS7 , should be that which is 
required to make ID7 equal to its bias current, ID6. 

 
VGS7 is given by, 
 

 

 

Figure.8: Input and gain stages of the two-stage op-amp. 
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When the differential input voltage is zero, the drain 
voltages of both Q3 and Q4 are equal by arguments of 
symmetry[6]. Therefore, the output voltage of the first 
stage, VGS7, is given by: 

VGS7=VDS3=VGS4 

This value is the voltage necessary to cause ID7 to be 
equal to ID6. If this is not achieved, then the output of the 
second stage (with Q6, Q7) would clip at either the 
negative or positive rail since this stage has such a high 
gain[7]. However the gate-to-source voltage of Q4 is given 
as follows: 

 

 
 
Equating VGS7 and VGS4, we get: 
 

 
 

Simplifying, we have: 
 

 
 

This equality, when the current density of Q4 is equal to 
the current density of Q7, guarantees that they both have 
the same effective gate-source voltages. 
Since, 
 
 

 
 
 
The necessary condition to ensure that no input-offset 

voltage is present it, 
 

 
 

Using the above design equations, the width and length of 
the transistors have been found for the values assumed 
Rb=4.499KΩ and CC=1.2pF. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table .2: The W/L ratios of transistors in op-amp. 
 

TRANSISTOR WIDTH LENGTH 

Q1 200µm 600nm 

Q2 200µm 600nm 

Q3 32µm 750nm 

Q4 32µm 750nm 

Q5 75µm 600nm 

Q6 312.52µm 600nm 

Q7 266.67µm 750nm 

Q10 11.66µm 1µm 

Q11 11.66µm 1µm 

Q12 3µm 1µm 

Q13 3µm 1µm 

Q14 3µm 1µm 

Q15 12µm 1µm 

Q16 18.905µm 700nm 

 

IV. IMPLEMENTATION OF INSTRUMENTATION 
AMPLIFIER 

An integrated chip shortly called as an IC can be 
designed in two ways. One is called Full-custom design 
and other the semi-custom design. The choice of particular 
design style depends on the factors which are required. 
Full costumed IC’s consists of making the IC from the 
scratch. The basic building block of any chip is an 
interconnection of transistors and in full custom design 
each and every transistor is manually designed. This 
account for so much of time but advantage comes to be 
that circuit can be made for desired performance. Whereas 
in semi costumed IC’s the design is mapped to pre 
fabricated gates whose technology is fixed [9]. 

The Figure.9 and Figure.10 represents the CMOS 
transistor level diagrams of two stage operational amplifier 
and instrumentation amplifier , respectively which are 
implemented in 180nm CMOS technology by CADENCE 
tools. 
 

 
Figure.9: Schematic of operational amplifier 
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Figure.10: Schematic of instrumentation amplifier 

V. SIMULATION RESULTS 

In this section, the test bench set up for the 
instrumentation amplifier and simulation results are shown. 

 

 
Figure.11: Test bench of instrumentation amplifier 

 
Figure.12: Simulation result of instrumentation amplifier 

The above figure shows the gain of an instrumentation 
amplifier, which is around 111dB. The gain is obtained 
using AC analysis i.e. frequency response of the circuit. 
We also use the on screen calculator for the calculation of 
gain [8].The same instrumentation amplifier test bench is 
used to find the CMRR. A dc supply to this is 1.8V. 
 

 
Figure13: CMRR response of an instrumentation amplifier. 

The AC analysis is done for the circuit used earlier (test 
bench), the graph is obtained i.e. the frequency response 
and the CMRR is obtained by using the on screen 
calculator. The value of CMRR is around 15dB. 

We know that offset is that voltage seen across the 
output terminals when no input is applied. So to find out 
the offset voltage, we give zero input and observe the 
output. The same has been implemented in a circuit form. 

 

 
Figure.14: Offset voltage of an instrumentation amplifier 

The response for the earlier circuit to find the offset 
voltage. We perform the transient analysis and find out the 
offset voltage. For the instrumentation amplifier it was 
found to be around 81.5mV, comparatively less than that 
of the operational amplifier.  

To find PSRR we give both AC and dc supply to the 
entire test bench. One input of the instrumentation 
amplifier is supplied with dc voltage and the other is fed to 
the output pin. 
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Figure.15: PSRR response of instrumentation amplifier 

Using the PSRR test bench and performing the AC 
analysis i.e. finding the frequency response we obtain a 
plot. Using the onscreen calculator we can find out the 
ratio which was found to be around 80dB. The on screen 
calculator is used to find out the power dissipation and it is 
found to be around 5mW for the instrumentation amplifier. 
 

 
Figure.16: Power dissipation of an instrumentation amplifier 

The following table represents the important parameters 
of Instrumentation amplifier and two stage operational 
amplifier, which are calculated from the simulation results. 

 
Table.3: Calculated parameters 

 
PARAMETER OPERATIONAL 

AMPLIFIER 
INSTRUMENTATI

ON AMPLIFIER 

Gain 82dB 111dB 
CMRR 67dB 15dB 
Offset 683.91mV 79.94mV 
PSRR 79.99dB 79.94dB 

Power dissipation 5.05mW 15.34mW 

 

 

 

VI. CONCLUSIONS 

The instrumentation amplifier successfully designed and 
achieving a gain of 110dB. A two stage operational 
amplifier has been used to implement the instrumentation 
amplifier. And the individual gain of the operational 
amplifier is 81dB. Since operational amplifier is the most 
basic amplifier used in signal conditioning circuits and this 
can be used for different applications. We have 180nm 
CMOS technology to implement it but, we can use further 
more advanced technologies like the 90nm or 45nm 
CMOS technology where the chip size is reduced thus 
power consumption is also reduced. 

This instrumentation amplifier can be used for all the 
applications where the signals have very low amplitude. 
Usually, low amplitude signals are bio-signals and this 
instrumentation amplifier can be used to amplify bio-
signals. 
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Abstract- Log files are semi-structured on the web server-side. 
Computer generates huge flat text files as log. Therefore, 
Hadoop file systems are suitable to store as text files. The 
MapReduce techniques of the Hadoop works well in 
distributed clusters as it process one line at a time.  NASA 
web server log is considered as input to system in order to 
perform the session identification  task. A Statistical report is  
produced based on total count of visit per hour, per day, and 
per date. R language is used in order to find the user sessions 
and analyzed rigorously. In this paper, the distributed cluster 
is considered in Hadoop for the session identification in the 
web log. The analyst loads the log file and does analysis using 
MapReduce and generating statistical reports. The system 
developed to analyze the traffic from the log file based on 
various parameters, such as hours of a day, days of a week, 
days in a month etc. The system generates the detailed 
information about the location of a user that includes the 
country, state, city, zip code and also the co-ordinates of the 
location (latitude and longitude) by making use of the IP 
address field of a web server log. 
 
Index terms – Web log, Web Mining, Big Data, Hadoop, Map 
Reduce, R Tool. 
 

I. INTRODUCTION 

Web mining is the popular research area as the web 
generates a huge unstructured data lead to big data. The 
complexity of the web data requires effective search tools 
to find relevant information easily and precisely. The 
amount of information available in the web log is difficult 
to predict without a tool. How to predict the users’ 
behavior is a matter of concern for the service provider and 
how to reduce the load on traffic as the personal 
information are more. The service providers must design 
the website which must accommodate various independent 
users. 

The importance of user data is well known to companies 
like Facebook and Twitter though they have the biggest 
and fastest growing data repository in the world. Their size 
and diversity is required to be mined for useful 
information. The algorithms and the data analysis tools for 
inspecting the data are needed for decision making. The 
decision makers extract the useful information by 
considering specific digital footprints. The digital 
footprints are the representative of collective user 
behavior. The decision makers analyze a large amount of 
these traces to find common patterns, make better 
predictions, build smarter products, extract user models, 
and gain a better understanding of the dynamics    of 
human behavior.  

The data is surely growing in size, but also in 
complexity as it shows up in different formats and from 
different sources that are hard to integrate, and in 

dynamicity as it arrives continuously, changes rapidly and 
needs to be processed as fast as possible. Some vendors are 
using increased memory and powerful parallel processing 
to crunch large volumes of data extremely quickly. 
Another method is putting data in-memory but using a grid 
computing approach, where many machines are used to 
solve a problem. Both approaches allow organizations to 
explore huge data volumes and gain business insights in 
near-real time. On the other hand, it is a challenge [9]. 
Current methodologies are often not suitable to handle 
huge datasets, so new solutions are needed. 

The World Wide Web is an interdisciplinary part of 
human life thereby the volume of data becomes larger and 
larger time to time. Big data [2] is when the size of the data 
itself becomes part of the problem and traditional 
techniques for working with data run out of steam. big data 
is data whose size forces us to look beyond the tried-and-
true methods that are prevalent at that time. This means 
that we can call big an amount of data that forces us to use 
or create innovative methodologies. Visualization helps 
organizations perform analyses and make decisions much 
more rapidly, but the challenge is going through the sheer 
volumes of data and accessing the level of detail needed, 
all at a high speed. 

In the business intelligence, Big data can handle 
petabytes or terabytes of data in a reasonable amount of 
time. Big data uses Hadoop framework for data intensive 
distributed applications. The main principle of  hadoop is 
moving computations on the data rather the moving data 
for computation. Hadoop is used to breakdown the large 
number of input data into smaller chunks and each can be 
processed separately on different machines. To achieve 
parallel execution, Hadoop implements a MapReduce 
programming model. MapReduce a java based distributed 
programming model consists of two phases: a massively 
parallel “Map” phase, followed by an aggregating 
“Reduce” phase. MapReduce is a programming model and 
an associated implementation for processing and 
generating large data sets [10].  

This paper uses the web logs of NASA website accessed 
by the user which is freely available, to identify the 
session. It also applies Hadoop framework in turn 
MapReduce technique to process the web log. The file size 
of the log is 550MB and the dataset are collected from 
various time period of the same year. The identified 
session is analyzed based on hour, day, date and number of 
times visited using R tool.  
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II. LITERATURE SURVEY 

There are variety of Web logs in the world and The data 
has been so large that it becomes difficult to analyze it with 
the help of our traditional mining methods. Therefore the 
Big data term has been introduced that exceeds the 
processing capability [11]. Now, Data mining techniques 
are replaced with Big Data Mining to discover the usage 
patterns from the logged data. To understand customer 
behavior, evaluate the effectiveness of a particular website 
and the user, it is now big data mining techniques that 
plays an important role. It has three main key 
characteristics (1) volume (2) velocity and (3) variety. 
Therefore, Volume is the size of data which is now larger 
than terabytes and petabytes. So it is very difficult to 
analyse using conventional methods due to large scale. The 
Velocity is the pre-defined period of time to mine large 
amount of data using big data technology. The traditional 
methods of mining are not an appropriate solution as it 
may take huge time to mine such a volume of data. The 
Variety is the various heterogeneous sources the data 
comes from and forms a Bigdata.  But the Bigdata is 
designed to handle structured, semi-structured as well as 
unstructured data which is not designed in the traditional 
methods that handle only structured data and  not such 
large volume.  

Hadoop [4] proposed the smart miner framework that 
extracts the user behaviors from web log. Web log contains 
data not only structured traditional relational data, but also 
semi-structured and unstructured data come from a variety 
of sources and in a variety of types. There are more 
focused research towards web log mining using big data 
technologies. Such a framework [5] is used the smart 
session construction to trace the frequent user access paths.  

A traditional data warehouse cannot accommodate the 
data generated by machine such as click stream logs, email 
logs. Though the data are of unstructured that are larger in 
volume in comparison with human generated data. So Big 
data is the only alternative for the recent trend to store and 
analyze. The work embodied in this paper [6] is a generic 
log analyzer framework for different kinds of log file. The 
other work proposes the train model where the data is 
stored in HDFS and the test model categories the text 
document is the Parallelization of Genetic  

Algorithm (PGA) is suggested [7] that uses OlexGA 
package for classifying the document.  

There are two kinds of node in a cluster where one node 
acts as both master and slave and the other node acts as a 
slave and the data is transferred in 100Mb/s speed.  There 
are five daemons such as namenode, datanode, jobtracker, 
tasktracker and Secondary namenode that contains a 
master node. A slave node contains tasktracker and 
datanode daemons and the master node contains the IP 
address of the slave. The slave node is identified by the 
master using its ip address. The master node read the log 
files that are of block size of 64MB, so it is default to save 
in hard drive. A framework for unstructured data analysis 
was proposed [8] by using big data of public tweets from 
twitter. The tweets are stored in Hbase using Hadoop 

cluster through Rest Calls and text mining algorithms that 
are processed for data analysis.   

III. HADOOP FRAMEWORK 

Hadoop framework [11], In pseudo distributed mode 
contains all the five daemons run on local machine 
simulating a cluster.  It process mostly unstructured text 
files, so the text files are generated and stored in the HDFS 
after applying data cleaning step. The cleaned web log data 
is used to analyze the session identification, unique user 
and unique URLs. HDFS stores large files across multiple 
machines typically in the range of gigabytes to terabytes. It 
achieves reliability by replicating the data across multiple 
hosts. Hadoop implements a computational paradigm 
known as MapReduce. 

MapReduce [10] is a computational paradigm designed 
to process very large sets of data in a distributed fashion.  
The model is based on the concept of breaking the data 
processing task into two smaller tasks of mapping and 
reduction. During the map process, a key-value pair in one 
domain is mapped to a key-value pair in another pair, 
where the ‘value’ can be a singleora list of multiple values. 
The keys from the mapping process are then aggregated 
and the values for the same key combined together. This 
aggregated data is then fed to the reducer (one call per key) 
and the reducer then processes this data to produce a final 
value. The list of all final values for all the keys is the 
result set. 

The key issue in breaking a problem into the 
MapReduce model is that the map and reduce operations 
can be performed in parallel on different keys, without the 
results of one operation affecting the other. This 
independence of results allows the map/reduce tasks to be 
distributed in parallel to multiple nodes, which can then 
perform the respective operations independent of each 
other. The final results are then aggregated together to 
produce the final result list. 

 IV. WEB LOG ANALYSIS 

User logs are collected by the web server and typically 
include IP address, page reference and access time. Mining 
web data provides a lot of information, which can be better 
understood with visualization tools. This makes concepts 
clearer than is possible with pure textual representation. 
Hence, there is a need to develop tools that provide a 
graphical interface that aids in visualizing results of web 
mining. Some of the most prominent technologies are [3] 
NoSQL database.  

Finding hidden patterns in the large database needs 
analytical techniques. There are so many software tools 
available for predictive analysis including big data 
analytics to find useful information. The recent 
technologies focus on big data to analyze the logged data 
to track the user’s behavior. We try to track the user 
behavior by analyzing the logged datasets that are in semi 
structured fashion maintained by Hadoop. We took a log 
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record as an example and analyzed all the fields 
incorporated in the table given herewith.  

 
An example of log record is 125.125.125.125 - uche 
[20/Jul/2008:12:30:45 +0700] "GET /index.html 
HTTP/1.1" 200 2345 

 
Field name Example value Description 

host 125.125.125.125 
IP address or host name of the 
HTTP client that made the 
request 

identd - 

Authentication Server Protocol 
(RFC 931) identifier for the 
client; this field is rarely used. 
If unused it's given as "-". 

username uche 

HTTP authenticated user 
name (via 401 response 
handshake); this is the login 
and password dialog you see 
on some sites, as opposed to a 
login form embedded in a Web 
page, where your ID 
information is stored in a 
server-side session. If unused 
(for example, when the request 
is for an unrestricted resource) 
it's given as "-". 

date/time 20/Jul/2008:12:30:45 +0700]

Date then time then timezone, 
in the format 
[dd/MMM/yyyy:hh:mm:ss +-
hhmm] 

request line GET /index.html HTTP/1.1" 

The leading line of the HTTP 
request, which includes the 
method ("GET"), the requested 
resource, and the HTTP 
protocol version 

Status code 200 

Numeric code used in the 
response to indicating the 
disposition of the request, for 
example to indicate success, 
failure, redirect, or 
authentication requirement 

bytes  
                       Number of bytes transferred 

in the body of the response

 

V. OUTPUT VISUALIZATION 

The system can be used to visualize the traffic from a 
log file based on various parameters, such as hours of a 
day, days of a week, days in a month etc. The system 
generates the detailed information about the location of a 
user, who requests the web site for a URL. The 
information includes the country, state, city , zip code and 
also the co-ordinates of the location(latitude and longitude) 
by making use of the IP address field of a web server log. 
The system provides the user with the option of visualizing 
the results of log analysis. The system plots the 
geolocation of all the ip addresses present in the log file on 
a world map using R programming. This can be used to 
analyze the traffic distribution based on the location of the 
user. The system generates line graphs to visualize the 
traffic distribution for hours of the day, days of a week and 
days of a month. These graphs can be used to detect 

patterns in traffic distribution and those patterns can be 
applied for business purposes. 

As more and more businesses are discovering, data 
visualization is becoming an increasingly important 
component of analytics in the age of big data. Plotting 
points on a graph for analysis becomes difficult when 
dealing with extremely large amounts of information or a 
variety of categories of information. So we use a free 
statistical computing tool and plot the graphs that are 
through R language. 

The following R script in Fig. 1 takes the hours and 
requests as input and generates a line plot with hours on x-
axis and requests on y-axis. 

 

 
Fig. 1 Traffic distribution for hours of the day 

The following R script in Fig. 2 takes the dates and 
requests as input and generates a line plot with dates on x-
axis and requests on y-axis 

 

 

Fig. 2 Traffic distribution for Dates of the month 

The following R script in Fig. 3 takes the days and 
requests as input and generates a line plot with days on x-
axis and requests on y-axis 

 

Fig. 3 Traffic distribution for Days of the week 
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The following R script in Fig. 4 takes the co-ordinates 
of the geolocation of the IP addresses from which the 
requests have been generated. The co-ordinates are plotted 
on a world map, visualising the distribution of traffic to the 
web-site. 

 

 

Fig. 4 Traffic distribution for location of the user 

VI. CONCLUSIONS 

The importance of the Big data technology and Hadoop 
framework is discussed in this paper. The Map Reduce 
techniques are implemented and tracked for the web surfer 
information. Our algorithms process the NASA web server 
logs using MapReduce task to produce a statistical report 
based on total count of visit per hour, per day, and per date. 
R programming language tool is used to visualize the 
details about the web surfer. 
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Abstract: Cloud Computing is a type of service based 
computing or utility computing. Cloud computing is based on 
virtualization technology. Virtualization architecture is 
categorized as hypervisor architecture, para virtualization 
and host based virtualization depending on the position of the 
virtualization layer. The hypervisor supports hardware-level 
virtualization on devices like CPU, disk, memory etc. The 
hypervisor provides hyper calls for the guest operating 
systems and applications. The architecture of processor 
supports the ability to run number of virtual machine 
instructions on one CPU after virtualization. Virtual machine 
instructions can be categorized as privileged and unprivileged 
instructions. Privileged instructions must be run in supervisor 
mode in Hypervisor. To provide reliable computing in cloud, 
virtualization layer security is a major concern. Hypervisor is 
a program responsible for allocation and de allocation of 
resources to each virtual machine (VM) connected to the 
cloud. Hypervisor security compromise affects all the 
privileged and sensitive instructions. Hypervisor is very small 
program compare to the operating system so it is easy to 
attack . A set of additional instructions must be added to 
control the hypervisor attacks and regular CPU state 
checking must be done in each virtual machine. 
 
Index terms: cloud computing, virtualization, hypervisor, 
virtual machine, virtual machine monitor, hypervisor security 

I. INTRODUCTION 

1.1 Cloud Computing 

A Cloud can be considered as an enormous collection of 
resources. Cloud computing is providing easy accessibility 
for required  services and users can also deploy 
applications at competetive costs. Large data centers 
provide services through virtualized cloud platforms. 
Cloud computing is providing services at infrastructure 
level are called as infrastructure as a service. 

The cloud service provider (CSP) provides on demand 
provisioning of Hardware like processing power, I/O, large 
amounts of storage etc... By utilizing virtualization, each 
user accesses the services of cloud through a virtual 
machine, where number of virtual machines shares a single 
physical server. cloud computing provides a service 
oriented platform for cloud users. 

1.2 Security in Virtualized Environment 

The main idea of virtualization technology is to separate 
the hardware from software to improve efficiency of the 
system. The Cloud Service Provider provides the 
infrastructure usually in the form of virtual machines to 
manage compute resources efficiently. The virtualization 
software creates the images of computer system at 
application level is called a virtual machine(VM).Each 

user’s application runs virtually on their VM, but VM 
cannot run instructions directly, most of the unprivileged 
VM instructions are executed directly on the host 
processor,these instructions must be handled carefully to 
avoid vulnerabilities and maintain stability of the system. 
Virtualization Layer is the critical element of cloud 
computing, VMM (virtual machine monitor) is responsible 
for creation of virtual machines, resource allocation to 
virtual machines, isolation of  virtual machines from each 
other etc.., virtualization improves resource utilization but 
security risk also increases, to provide an efficient cloud 
environment more standard security mechanism is required 
at virtualization layer.  

1.2.1 Customers in Cloud Attack Vectors 

The fig. 1 shows the customer environments 1 and 2 
connected to the common cloud, where customer 2 being 
the attacker (red), and customer 1 being the victim (green). 

 

 
Fig. 1. Customer Environments Connected to Common Cloud 

In this case, customer 1 also connects its own internal 
network (a situation common for many IaaS solutions). 
The parts shown in blue are managed by the Cloud Service 
Provider (CSP). 
The attacks in cloud can be any of the following  
1.  Hypervisor/Virtualization Layer Attack, which is the 

focus of this paper. 
2.  Management layer vulnerabilities (blue) 
3.  External attacks from Internet (red)  
4.  Internal customer network threats  

 
In multi processing environment more standard 

protection mechanism is mandatory to avoid system crash 
because direct accessing of hardware may take  place by 
processes. Therefore, all processors have at least two 
modes, user mode and supervisor mode to ensure 
controlled access of critical hardware. There are relatively 
more layers in the machine stack in a virtualized 
environment so it is more difficult to make operating 
systems and applications run correctly. 
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II. HYPERVISOR ARCHITECTURE 

2.1 Hypervisor 

The hypervisor is a virtual layer between the physical 
hardware and its operating system, in cloud architecture 
virtualization software (ex. xen) is used to create virtual 
machines. Virtual machines may run on different operating 
systems such as linux and windows, i.e. different operating 
systems run on the same physical hardware 
simultaneously. converting portions of the real hardware 
into virtual hardware is the major responsibility of 
virtualization layer . Hypervisor may be placed above 
hardware as a separate layer or as part of real operating 
system. 

The Hypervisor supports hardware-level virtualization 
on CPU, memory, disk and network interfaces. The 
hypervisor provides hyper calls for the guest operating 
systems shown in figure 2.   

 
Fig. 2 Hypervisor Architecture 

2.2 Hypervisor Design Goals 

This virtualization layer is referred to as either the 
VMM or the hypervisor. Depending on the functionality, a 
hypervisor can assume micro- kernel architecture like the 
Microsoft Hyper-V or it can assume monolithic hypervisor 
architecture like the VMware for server virtualization. 
Hypervisor provides 
¾ Physical memory management 
¾ Processor scheduling  
¾ Converts physical devices into virtual resources 

Virtual layer is responsible to distribute and assign 
resources to virtual machines in cloud environment. At the 
cloud layer, sets of virtual devices are sandboxed and 
offered to clients as if they were completely separated data 
centers. Thus, cloud computing is very dependent on the 
quality of the hypervisor security. The hypervisor provides 
a very strong barrier between virtual machines and thus 
between different customers. 

 

2.3 Virtualization Networking 
Xen Server and VMware ESX Server are virtualization 

platforms and supports a bridging mode which allows all 
domains to appear on the network as individual hosts. By 

using this mode, VMs can communicate with one another 
freely through the virtual network interface card and 
configure the network automatically.  

In a network built with mixed nodes of host and guest 
systems, the normal method of operation is to run 
everything on the physical machine. When a VM fails, its 
role could be replaced by another VM on a different node, 
as long as they both run with the same guest OS. The 
Potential drawback is that a VM must stop playing its role 
if its residing host node fails. 

VMs can be live-migrated from one physical machine to 
another. Virtual clusters can be applied in Cloud Platforms. 
Virtual clustering plays a key role in cloud computing. The 
virtual clustering provides dynamic resources that can be 
quickly put together upon user demand or after a node 
failure.  When a VM runs a live service, the following 
three metrics must be considered. 

1. Negligible downtime 
2. Lowest network bandwidth consumption 
3. Reasonable total migration time 

Furthermore the migration must ensure that it should not 
disrupt other active services residing in the same host 
through resource contention. 

A migrating VM should maintain all open network 
connections without relying on forwarding mechanisms on 
the original host or on support from mobility or redirection 
mechanisms. To enable remote systems to locate and 
communicate with a VM, each VM must be assigned a 
virtual IP address known to other entities. This IP address 
can be distinct from the IP address of the host machine 
where the VM is currently located. Each VM can also have 
its own distinct virtual MAC address. The VMM maintains 
a mapping of the virtual IP and MAC addresses to their 
corresponding VMs. 

Xen as a VMM allows multiple operating systems to 
share x86 hardware in a safe and orderly fashion. Xen 
supports live migration. It is a useful feature and natural 
extension to virtualization platforms that allows for the 
transfer of a VM from one physical machine to another 
with little downtime of the services hosted by VM. Xen 
Hypervisor uses a send/recv model to transfer states across 
Virtual machines. 

2.4. Preventing Hypervisor Attacks 

Guest hopping and hijacking or VM root kits are the 
major attacks in virtual layer (hypervisor) along with 
buffer overflows, distributed denial of service attacks in a 
cloud environment, another type of attack is the man-in-
the-middle attack for VM migrations. Virtualization 
enhances resource provisioning in cloud but virtual 
machines add an additional layer of software that could 
become a single point of failure.  
To prevent from failures 

• Use redundant utilities at multiple sites 
• Alternate network connections 
• Multiple databases at separate sites 
• Data watermarking and user authentication... 
• Trust delegation and negotiation  
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• All datacenters can be secured from distributed 
denial of service attack by distributed defence and 
internet worm containment. 

• Fine grained access control at file or object level. 
• Use double authentication, biometric 

identification, intrusion detection and disaster 
recovery etc... for privacy protection 

III. IMPLEMENTATION OF HYPERVISOR 

The Hypervisor is a program executed by the server. 
When hypervisor is executed it loads the client operating 
systems of the virtual machines. The hypervisor allocates 
the correct CPU resources, memory, bandwidth and disk 
storage space for each virtual machine.  

The main function of the VMM is to virtualize the 
physical hardware of a host machine into virtual resources 
to be used by the virtual machines. This can be 
implemented at various levels. 

There are two types of hypervisors: 

1. Bare metal or native hypervisors 
2. Embedded or hosted hypervisors 
 

 

Fig. 3 Hypervisor Types 

A virtual machine can create requests to the hypervisor 
through a variety of methods, including API calls. 

3.1 Bare Metal or Native Hypervisors 

This is also called as full virtualization. In this, non 
critical instructions are discovered and replaced with traps 
in to the VMM to be emulated by software. Non critical 
instructions do not control hardware or threaten the 
security of the system, but critical instructions do. 
Therefore running non-critical instructions on hardware 
improve efficiency by ensuring security. 

The method used in this emulation is called binary 
translation. Binary translation is time consuming and 
increases the cost of memory usage. (To store translated 
instructions in cache). The Performance of full 
virtualization may not be ideal. 

3.2 Host-Based Virtualization 
In Host-Based virtualization, hypervisor is installed on 

top of host operating system. This host operating system  is 

responsible for managing hardware. The guest operating 
systems are installed and run on top of the hypervisor. 
Dedicated applications may run on the virtual machines. 
Some other applications can also run with the host 
operating system directly. 
Host based virtualization have following advantages 
¾ The user can install VM architecture without 

modifying host operating system. 
¾ Host based approach appeals to many host machine 

configurations. 
The host based architecture has flexibility but the 
performance of the host based architecture also may be low 
because it involves four layers of mapping when an 
application requests hardware access. 

IV. SECURITY AT HYPERVISOR LAYER 

Many guest Operating systems can run on top of the 
hypervisor, one among those guest operating systems 
controls the others. This is called as Domain O, and the 
others are called Domain U in Xen. Domain O is the 
privileged guest operating system, which access the 
hardware resources directly, if Domain O is compromised, 
the hacker can control the entire system.                                                 

The processor power of the hardware is distributed 
among virtual machines belonging to different customers 
by the hypervisor layer. Hypervisor does not function 
natively on the host and can only access host resources 
through a separate control layer commonly named the 
virtual machine monitor (VMM). 

 

 
Fig. 4 VMM Architecture 

There are four major levels in security management of 
hypervisor as mentioned below:  
Attribute based Authentication: Just-in-time tokens must 
be generated for users accessing applications of each guest 
OS separately for each access based on the attributes of 
application 
Controlled Authorization: A model that includes pre-
defined application roles and user roles and API based on 
user-role bindings only can be used to access. 
Minimized Hypervisor Intervention: Hypervisor should be 
responsible for the creation of virtual machine, allocation 
of resources to virtual machine and shutting down of 
virtual machines only but runtime intervention of the 
hypervisor must be restricted i.e. resource allocation to 
virtual machines must be static so that security 
compromise of virtual machine monitor may not effect 
virtual machines. 
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Secure Code Execution: onion routing can be used to 
execute each virtual machine’s code .Onion routing is a 
technique where messages are encapsulated in layers of 
encryption, The encrypted data is transmitted through a 
series of nodes from each virtual machine to datacenter in 
cloud.  

Security Recommendations for Hypervisor Security  

1. Resource allocation, processor core assignment and 
input/output calls must be done statically for each 
virtual machine to avoid active interaction with 
virtual layer. 

2. Standard public key encryption techniques like RSA 
should be used to access management layer. 

3. Every virtual machine data transmission activity must 
be controlled by VM Security Monitor (VSEM). 

4. Clear segregation of security zones should be 
provided in the cloud environment for each virtual 
machine. 

5. Standard encryption systems which can efficiently 
encrypt large volumes of data at boot level is 
preferred. 

6. Memory regions of hypervisor can only be modified 
by instructions that are intended part of the 
hypervisor. 

V. CONCLUSIONS 

Cloud Computing is based on the virtualization 
technology, Virtualization provides more resources than 
actually available by multiplexing virtual machines into 

single hardware. Hypervisor based virtualization   creates a 
new layer between the hardware and host operating 
system. The virtualization layer called virtual Machine 
Monitor (VMM) actually accesses the real hardware to 
provide infrastructure services to cloud users. Each client 
connected to the cloud, uses their own guest operating 
system for its functionality. VMM security compromise 
may affect all virtual machines. So that standard security 
mechanism must be provided to VMM to achieve reliable 
services of cloud. 
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Abstract - Semantic similarity measurement between words is 
a tedious task in web mining, information extraction and 
natural language processing. The semantic similarity 
measurement between entities is required in Web mining 
applications such as community extraction, identification of 
relations etc. In this paper, the authors proposed an 
automatic approach to evaluate the logical or semantic 
similarity between words or entities with the help of web 
search engines. To describe distinct word co-occurrence 
measures and to integrate these with lexical patterns, page 
counts are used. In order to identify meaningful relationships 
between two given words, the authors proposed a new pattern 
extraction algorithm and a pattern clustering algorithm. 
Vector Support Machine (VSM) is used to acquire the 
optimal combination of page counts-based co-occurrence 
measures and lexical pattern clusters. The proposed method 
overcomes various previously proposed web-based similarity 
measures on the benchmark data sets that showed a high 
correlation with human ratings.  
 
Index terms - Lexical Pattern, Web mining, Information 
Extraction 

I. INTRODUCTION 

Semantic similarity, logical or meaningful association is 
a conception where a set of documents or terms within 
term lists are assigned a metric that is based on the likeness 
of their meaning or semantic content. 

Given a group of words, similarity between two words 
can be calculated by the length of the shortest path that 
connects the two words in the group. Multiple paths may 
exist between the two words, if the word has many 
meanings. In such cases, only the shortest path between 
any two perceptions of the words is considered for 
similarity calculation. 

The problem with this approach is that it depends on the 
concept that all the paths or links in the group represent a 
uniform distance. Resnik proposed a similarity calculation 
approach based on the content of the information. He 
described the similarity between two conceptions ‘Y1’ and 
‘Y2’ in the group of words as the maximum of the 
information content of all concepts ‘Y’ that include both 
‘Y1’ and ‘Y2’. Then, the affinity between two words is 
described as the maximum of the similarity between any 
concepts that the words belong to. He used Word Net as 
the group or taxonomy and calculated the   information 
content using the Brown corpus.  

Li et al. combined structural semantic information from 
a lexical taxonomy and information content from a corpus 
in a nonlinear model. They proposed a similarity measure 
that uses short sighted length profundity depth and local 
compactness or density in taxonomy. Their experimental 
study reported a high Persuasion correlation coefficient of 
0.8914 on the Miller and Charles example and reference or 
benchmark data set. They did not appraise or calculate 
their methodology in terms of similarities among named 
entities. Cilibrasi and Vitanyi proposed a distance metric 
between words using only page counts retrieved from a 
web search engine. 

II. DESIRABLE FEATURES FOR RELATEDNESS MEASURE 

Desirable features to measure semantic similarity in 
current Semantic Web applications. 

1. Domain Independence: Presently, an increasing amount 
of online ontological and semantic data is available on the 
World Wide Web, enabling a new generation of semantic 
applications. If that kind of domain independent 
applications to be developed, this increasing heterogeneity 
should be dealt, without establishing the ontologisms to be 
accessed in advance. 

2. Universality: The semantic measures, in the dynamic 
context of the Web, must be flexible, compatible and 
general enough to be used independently for their final 
purpose, and without relying on specific lexical resources 
or knowledge representation languages. 

3. Maximum coverage: Maximum coverage of possible 
interpretations of the words must be warranted, in the 
context of web applications with no predefined domain. If 
it is limited to a particular knowledge source, such as 
WordNet2, or a certain set of ontology, then one is 
compelled to use those applications only.  

III. LITERATURE SURVEY 

Given a set of words, a direct approach to calculate 
similarity between two words is to compute the length of 
the shortest path connecting the two words in the set. If a 
word has many meanings (polysemy), then numerous paths 
might exist between the two words. In such cases, only the 
nearest path between any two perceptions of the words is 
considered for calculating similarity. A problem with this 
approach is that all paths or links in the group of words 
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represent a uniform distance. Resnik[8] proposed a logical 
resemblance measure using information content. He 
described the similarity between two conceptions ‘Y1’ and 
‘Y2’ in the taxonomy or group as the maximum of the 
information content of all concepts ‘Y’ that include both 
‘Y1’ and ‘Y2’. Then, the affinity or closeness between two 
words is defined as the maximum of the similarity between 
any concepts that the words belong to. He used Word Net 
as the taxonomy; information content is calculated using 
the Brown corpus. Li et al. [9] combined organized 
meaningful information from a lexical taxonomy and 
information content from a corpus in a non-linear model. 
They proposed a similarity metric that uses short sighted   
length, profundity or depth, and local compactness or 
density in group. Their experimental study reported a high 
persuasion correlation coefficient of 0.8914 on the Miller 
and Charles [10] example, reference or benchmark data 
set. They did not appraise or calculate their methodology 
in terms of similarities among named entities. Lin [11] 
defined the similarity between two concepts as the 
information that is in common to both concepts and the 
information contained in each individual concept. Cilibrasi 
and Vitanyi [12] proposed a distance metric between 
words using only page counts retrieved from a web search 
engine. 

IV HISTORY 

The searching process shown in fig.1 gives the results 
based on the text search algorithms.  Present all Search 
Engines on the web are based on the text search 
algorithms. 

 

 
Figure 1.  Generic search process 

 
Figure 2. Generic Search Process Model 

Fig. 1 shows the generic search process model 
 
� A similarity measure can represent the similarity 

between two documents, two queries, or one 
document and one query 

 
� It is possible to arrange  the extracted documents 

in the order of presumed importance that is 
ranking the extracted documents in the order of 
presumed importance 

� A similarity measurement is a strategy which 
computes the degree of similarity between a pair 
of text objects 

� Many number of similarity measures are proposed 
in the literature, because the best similarity 
measure doesn't exist (yet!) 

V. VECTOR-SPACE MODEL-VSM 

1960s Salton provided Vector Space Model, which has 
been victoriously or favorably applied on SMART (a text 
searching system). 
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Figure. 3 Architecture of Vector Space Model 

 
The Vector Space Model architecture is shown in fig.3 
  
The vector space model procedure is categorized in to   

three phases.  
• The first is the document indexing phase in 

which content bearing terms are extracted from 
the document text.  

• An indexed term weighting is the second phase 
enhances the retrieval of document relevant to the 
user.  

• The last phase provides ranking to the document 
with respect to the query according to a similarity 
measure.  
 
From fig.3 ‘gem’ and ‘jewel’ are given as input to 
web search engine. The search engine search for 
pages gem, jewel and gem as jewel in the form of 
page counts. 
It displays text snippets ‘gem’ (X) and ‘jewel’ 
(Y).  
The frequency of occurrence of lexical patterns is 
measured based on the snippets. 
These patterns are clustered and fed to Vector 
Support Machine (VSM) as input. 
The Vector Support Machine (VSM) allots 
weights and ranking is done based on the weights. 

A. Document Indexing 

In the document non significant words may appear, by 
using document indexing these non-significant words 
(function words) is removed so that the document is 
represented by content bearing words. This document 
indexing is done based on the frequent occurrence of the 
terms, where low frequency terms within a document are 
considered to be function words. Stopping list is used to 
remove high frequency words (stop words) which hold 

common words, which makes the indexing method 
language dependent. With the help of stop list 40% - 50% 
of the total number of words in a document is removed.  

Probability Indexing is used which shows the statistical 
difference in the distribution of content bearing words, and 
the function words. Probabilistic indexing ranks the terms 
with respect to the term frequency in the entire collection. 
The function words are prototyped by a Poisson 
distribution in the overall documents, as content bearing 
terms cannot be prototyped. Recently, an automatic 
indexing method which uses serial clustering of words in 
text has been introduced. The value of such clustering is an 
indicator if the word is content bearing.  

B.Term Weighting 

Term weighting has been described in terms of recall 
and precision. There are three main components for 
calculating term weighting - term frequency component, 
collection frequency component and length normalization 
component. These three components are multiplied 
together to make the resulting term weight.   

A common weighting scheme for terms within a 
document utilizes the frequency of occurrence as 
mentioned by Luhn. The term frequency for documents is 
generally used as the basis of a weighted document vector. 
It is also possible to use binary document vector, but the 
results are not that good when compared to the term 
frequency when using the vector space model.   

Different weighting schemes are available to 
discriminate one document from the other. In general this 
component is called accumulation or collection frequency 
document. Most of them, e.g. the inverse document 
frequency, assume that the importance of a term is 
proportional with the number of document the term 
appears in. Experimentally it has been shown that these 
document discrimination factors lead to a more effective 
extraction, i.e., an improvement in precision and recall.  

The third possible weighting factor is document length 
normalization factor. Lengthy documents have usually a 
much greater term set than small documents, which makes 
lengthy documents to be retrieved faster than small 
documents.  

Experiments have been done on various weight schemes 
and achieved best results, with respect to recall and 
precision, are acquired by using term frequency with 
inverse document frequency and length normalization.   

C. Similarity Coefficients 

The associative coefficients determine the similarity in 
vector space model and these associative coefficients are 
dependent on the inner product of the document vector and 
query vector, and the similarity is indicated by the word 
overlap. The inner product is usually normalized. The most 
popular similarity measure is the cosine coefficient, which 
measures the angle between the document vector and the 
query vector.  
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VI. RESEARCH ELABORATION 

• This paper contains of four page-count-based 
similarity scores and automatically extracted 
lexico-syntactic patterns from text snippets. 

• Most web search engines provide Page counts and 
text snippets which are the main source of 
information. 
 
Few problems that may occur with Page counts 
are: 
 

•   Page count perusal overlook the position of a 
word in a page  

• Two words appear in a page, they might not be 
related with each other 

• Polysemous word (a word with multiple senses). 
For example:  

• apple as a fruit 

• apple as a computer 

Lexico-syntactic patterns  
 
The various semantic relations also known as,  

• is a,  

• part of,  

• is an example of  

 
Page-count-based Similarity Scores (co-occurrence 
                                                           measures) 

 

 

 

 

 

 

VII. ALGORITHM FOR EXTRACTING PATTERNS 

Given a set S of synonymous 
 

 
Figure.4: Pattern extracts from text snippets 

– n-grams : n=2,3,4, and 5  

• A set S of closely associated word-pairs 

– 5000 word pairs of closely associated 
nouns from Word Net  

– 4,562,471 unique patterns 

– 80% occur less than 10 times 

• A set of non-associated word-pairs 

- 5000 word pairs of non- associated nouns 
from Word Net 

 
– nouns from WordNet  
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Figure. 5: Integrating patterns and page counts 

VIII. EXPERIMENTAL  RESULTS 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table3: Semantic Similarity of Human Ratings and Baselines on Miller-
Charles’ Dataset 

 

IX. CONCLUSIONS 
In this work, the authors discussed the problem of 

semantic similarity measure for words based on both page 
counts and text snippets which are extracted from a web. 
Four different word co-occurrence measures were 
computed using page counts.  

Lexical pattern extraction algorithm is proposed that can 
extract various semantic relations that exist between two 
words. Moreover, a sequential pattern clustering algorithm 
is also proposed in order to identify different lexical 
patterns that describe the same logical or meaningful 
relation. To define similarity features for a word pair, both 
page counts-based co-occurrence measures and lexical 
pattern clusters were used. A two-class Support Vector 
Machine is used for the features that extracted for 
synonymous and non-synonymous word pairs that are 
selected from WordNet synsets. Experimental results on 
three referenced or benchmark data sets shows that the 
proposed method outperforms various baselines as well as 
previously proposed web-based semantic similarity 
measures, achieving a high correlation with human ratings. 
Moreover, the proposed method improved the F-score in a 
community mining.  
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Abstract—The present study envisaged the measurement of 
ultrasonic velocity and attenuation coefficient on cell density 
of A.niger by using novel Pulse Echo Overlap (PEO) 
technique. The author reported parameters like acoustic 
impedance, adiabatic compressibility and free length were 
computed by applying Jacobson’s Free Length Theory (FLT). 
The cell density was carried out by using hemocytometer.  
The ultrasound transducer of 10 mm gap between 
transmitting and reflecting surfaces was immersed into the 
sonication vessels which were filled with varied cell density of 
101 to 108 per ml to measure ultrasonic parameters for 2 and 
10 MHz ultrasound.  The sonication vessel kept inside the 
water bath to maintain constant environmental temperature 
of 303K by using automatic temperature controlled bath. In 
addition, the cell disruptions were carried out at 2 and 10 
MHz high power ultrasound of output power of 600 watts by 
using ultrasonic processor. The ultrasonic velocity and 
attenuation coefficient were measured simultaneously with 
disruption of cell density as a function of sonication time. The 
uncertainty in measuring of ultrasonic velocity (v) is ± 0.02% 
and the attenuation coefficient (α) is ± 0.0015%. It was 
observed that both ultrasonic velocity and attenuation 
coefficient linearly increased with increasing concentration of 
cells. It was reported that the increased ultrasonic velocity 
was due to decreased adiabatic compressibility and free 
length with increased cell density. It was investigated that the 
attenuation coefficient was high at 10 MHz than 2 MHz high 
absorption losses occurred at 10 MHz. It was concluded that 
ultrasound waves propagated through culture of A.niger 
disturb the equilibrium between cells presented in the 
suspension and this retarded equilibrium shifts between the 
number of cells and their sizes and shapes, in turn, the 
ultrasound velocity and absorption. 
 
Keywords: Pulse Echo Overlap (PEO) technique, Ultrasound, 
A.niger, ultrasonic velocity and attenuation coefficient 

I.  INTRODUCTION 

In the recent years, the measurement of ultrasonic 
velocity and attenuation coefficient has been adequately 
employed in understanding biological effects induced by 
ultrasound in macromolecules, microorganisms, tissues, 
organs and bones etc. Beside widespread well established 
studies of ultrasonic velocity and attenuation coefficient of 
biological materials in basic research, more recently the 
adiabatic compressibility and intermolecular free length 
has also been considered as an indicator with high potential 
in the advanced medical diagnoses and as a process control 
parameter in the food industry [1-3]. 

The lot of research has been carried out by researchers 
dealt with disruption and inactivation of microbes 
depending upon the power, pressure and frequency applied 
through a number of physical, mechanical and chemical 
effects arising from acoustic cavitations [4-6]. 

Resistance of different species to ultrasound differed 
widely which was because specific effect of ultrasound on 
the cell wall and differences in the cell wall structures 
among species [7]. Bacterial spores were much more 
resistant than vegetative ones and fungi were more 
resistant in general than vegetative bacteria [8]. Since 
molds and yeasts were in general more resistant to high 
intensity ultrasound [9], and not enough information about 
mold spores was available. 

It has been reported that the velocity of an ultrasound 
wave through a medium varies with the physical properties 
of the medium. Liquids exhibit ultrasound velocities 
intermediate between those in gases and solids. With the 
notable exceptions of lung and bone, biologic tissues yield 
velocities roughly similar to the velocity of ultrasound in 
liquids. In different media, changes in velocity were 
reflected in changes in wavelength of the ultrasound 
waves, with the frequency remaining relatively constant 
[10]. 

The velocity of sound was determined by the density (ρ) 
and compressibility (K) of the medium. In a given volume 
the amount of material was equals to density and 
compressibility was a measure of how much a substance 
could be compacted for a given pressure. The velocity of 
sound in a medium can be determined by the equation 
v = (Kρ)-½  
Wherev is the speed of sound, K is the compressibility, and 
ρ (rho) is the density. 

The various forms of interaction between ultrasonic 
waves and particles were necessary to understand how 
ultrasound can be used to characterize microbes [11-12].  
The four most important types of interaction between an 
ultrasonic waves and a colloidal dispersion of microbes 
were intrinsic absorption, visco-inertial dissipation losses, 
thermal dissipation losses and scattering losses. 

The colloidalsuspension consists of large number of 
individual components. The phase of each component 
absorbs ultrasound as a result of classical(viscous and 
thermal) and relaxation loss mechanisms. These losses 
were determined by the composition ofthe suspension, 
rather than by its microstructure.  
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Especially, there were two major classes of attenuation 
mechanisms were observed in ultrasonic materials 
characterization. The primary, absorption converts acoustic 
energy into heat via viscosity, relaxation, heat conduction, 
elastic hysteresis, etc. The absorbed energy was 
irreversibly lost from the acoustic field since it was 
dissipated in the medium. The secondary, scattering 
converts the energy of the coherent, collimated beam into 
incoherent, divergent waves as a result of wave interaction 
with in-homogeneities in the material.  

To a first approximation, the overall attenuation 
coefficient of a colloidal suspension of microbes can be 
considered to be the sum of these various contributions 
(although in reality some of these mechanisms were 
coupled to each another). In most suspensions, one or two 
of the above mechanisms usually dominate the overall 
attenuation in a particular frequency range.  

Aspergillus niger was chosenas representative species. 
In terms of ultrasonic measurements more research is 
necessary to understand their use to estimate cell density 
and disruptive applications in food industry,especially for 
fungi. The purpose of this research was aimed to measure 
density, ultrasonic velocity, attenuation coefficient, and 
evaluatescompressibility, free length and acoustical 
impedance as a function of cell density and sonication 
time. 

II. MATERIALS AND METHODS 

A.  Sample Collection 

The samples were isolated from the effected rice seed; 
rice bran, wheat bran and cheese were collected in 
sterilized screw capped bottles and transported to the 
Advanced Microbiology Laboratory, University College of 
Technology. The samples were stored under refrigeration 
conditions for conducting different experiments.  

B. Sample Preparation 

The water suspensions used for isolation were prepared 
by dipping the samples in pre-sterilized distilled water. 

C. Media Preparation 

The selected media such as potato dextrose agar (PDA) 
and potato dextrose broth (PDB), used for fungal 
development were prepared according to the methods 
suggested by Harrigan (1998).  The pH of media was 
adjusted by using 0.1N NaOH and 0.1N HCl. 

i. Potato Dextrose Broth 

The 1 L of distilled water was used to boil diced 
potatoes for 1 hour and then filtered through muslin cloth. 
The volume of filtrate was made upto 1000 mL and then 
glucose was added. The sterilization of medium was done 
by autoclaving. 

Composition of potato dextrose broth 
Ingredients Quantity 
Potatoes peeled and diced 
into small pieces        

200g 

Glucose 20g 
Distilled water   1000 mL 

 

ii. Potato Dextrose Agar 

The potato dextrose broth (PDB) was converted into 
potato dextrose agar (PDA) by adding 1.5% agar-agar and 
then sterilized by autoclaving. 

D. Inoculation and Incubation 

The samples (water suspensions) were first inoculated 
on to the PDA and incubated at 30°C for 72-96 hours and 
growth pattern was studied according to the suggestions 
and methods of Harrigan (1998). The selected colonies 
from PDA were further transferred to PDB for growth of 
cells.  

E. Identification of Aspergillus Niger 

Aspergillus niger was identified on the basis of 
morphology and growth pattern according to the methods 
recommend by Harrigan (1998). It was based on 
generalexamination of growth pattern of mycelia and 
spores under microscope after staining.  

F. Ultrasonic Measurement Studies 

Firstly, the 10 mL potato dextrose broth (without 
inoculum) was poured into the sonication vessel 
(control)(15 ml glass bottles, internal diameter 21mm, flat 
base, 2.5 mm wall thickness). Next, the low power (2 mW) 
ultrasonic transducer of 10mm gap between transmitting 
and reflecting surfaces was immersed into the vessel. The 
other end of the transducer is connected to the 
ULTRASONIX 4400M (fabricated and supplied by Roop 
Telsonic Ultrasonix Limited, Mumbai.) by BNC cable and 
Pulse Echo pattern was observed on the CRO screen which 
was used to measure delay time and attenuation. Further 
the selected cells of A.niger from PDA inoculated into the 
10 mL PDB which were poured into the sonication vessels 
with cell density ranging from 101 to 108 cells/ml insteps of 
101 increments. For each cell density ultrasonic velocity 
and attenuation coefficient measurements were repeated 
for six times and average values were reported in tables. 
The sonication vessel kept inside the water bath upto its 
neck and the temperature of the water bath was maintained 
at constant temperature of 303K with aid of automatic 
temperature control unit. 

G. Ultrasonic Disruptive Studies 

For the ultrasound irradiation purpose the control 
samples (without sonication) of A.niger cultures were 
selected with 107 cell/ml.PDB inoculated 107 cell/ml took 
into the different number of sonication vessels (15 ml glass 
bottles, internal diameter 21mm, flat base, 2.5 mm wall 
thickness to a depth of 25 mm) of 10 ml each exposed to 
ultrasound for a period of 1 min to maximum of 6 min at 2 
MHz and 1 min to maximum of 8 min at 10 MHz by using 
ultrasonic-processor (model USG – 600) series and an 
output power of 600 W i.e. 60 W/ml. Throughout the study 
a sonotrode of 12 mm diameter of titanium probe set at 5 
mm below the surface of the culture was used. After 
sonication, the densities of viable cells were counted by 
using hemocytometer. The measurements were repeated at 
each sonication minute for six times and average values 
were reported in the tables. 
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H. Ultrasonic Velocity Measurements 

The novel Pulse Echo Overlap (PEO) technique was 
introduced to measure ultrasonic parameters in PDB of 
A.niger. The ultrasonic transducer was immersed in PDB. 
It generates a pulse of ultrasound which travelled across 
the sample, was reflected from the bottom wall of the 
measurement cell, travels back through the sample, and 
was then detected by the same transducer.The single 
transducer was used to both transmit and receive ultrasonic 
pulses. The ultrasound velocity in the medium was found 
from the measured delay time difference (∆t) and earlier 
found length of the measurement chamber (d).  
    
  ------- (1) 

 
 

 
Figure 1.  Schematic representation of Ultrasonic velocity measurements 

 
The uncertainty in velocity measurements by this 

technique were ± 0.02%. 

I.  Attenuation Coefficient Measurements 

The multiple reflections of ultrasound pulses in the 
sample produced consecutive echoes which were observed 
on CRO screen.  The attenuation coefficients of the fungal 
cultures were carried out by measuring the amplitudes of 
transmitted pulses of selected two successive echoes on 
CRO screen. The ultrasonic attenuation coefficient was 
calculated by using the following formula. 

      
    nep/cm    ----- (2) 
 
 
Where 2lwas distance travelled and An / An+1was the 

ratio between two successive echoes of An and An+1.The 
uncertainty in attenuation coefficient (α) measurements 
were ±0.0015%.  

 

J. Measurement of Cell Density 

The fungal cells were counted with the help of 
Hemocytometer. The microscope at 100x magnification 
was used to view the spores. Under the microscope, grids 
of 9 squares were identified. After that, focus the 
microscope on one of the 4 outer squares in the grid. The 
each square should contain 16 smaller squares. Then, 
Count all the spores in the four 1 mm corner squares. If 
there are too many or few spores to count, repeat the 

procedure either concentrating or diluting the original 
suspension as appropriate. 

Viable cells/ml = Average viable cells count per square 
x Dilution Factor. 

K. Density Measurements 

The bicapillary Pyknometer of 10 ml volume was used 
to find density of bacteria cultures. The micro pipette was 
adapted to transfer A.niger cultures to PDB in the laminar 
flow chamber to avoid contamination with air and 
body.The density of bacteria cultures was measured by 
using the following procedure 
Mass of the empty bicapillary pyknometer = w1gm 
Mass of the bacteria culture + pyknometer= w2   gm 
Mass of the culture (m)      =     w2 – w1  gm 
Volume of the culture  =     V    cm3 
 
Density of the bacteria culture (ρ)   
 
=    gm/cm3     ------ (4) 
  
 The accuracy in measuring density of bacteria 
cultures was 2 parts in 105.The single pan electrical 
balance was used to find the masses of the samples.  The 
accuracy of measuring the masses was+0.01mg. 
 

L. Computed Parameters 

i. Compressibility (βs) 

 The compressibility can be calculated as      
 βs=  1/ρv2     cm2/dynes    -------- (5) 
Hereρwas the density and was the ultrasonic velocity 

ii. Free Length (Lf) 

The free length wascalculated by substituting 
compressibility in below equation 
 Lf  =  K          A.U.      ------- (6) 
Where K was Jacobson’s temperature constant was = 631 x 
10–6   at   303 K  

iii. Acoustical Impedance (z) 

The equation to calculate acoustical impedance is  
 Z = ρν             ---------------- (7) 
Where ρwas the density and νwas the ultrasonic velocity 

III. RESULT AND DISCUSSIONS 

 
The variation of density and ultrasonic parameters with 

cell density were reported in the table 1. Figure 2 showed 
that density exponentially increased and ultrasonic velocity 
linearly increased with increasing cell density. The 
adiabatic compressibility and free length decreased 
exponentially with increasing cell density as shown in 
figure 3. It was observed that as the number of cells 
increasing in culture might be the reason to increase 
density. As we know that free length between the cells 
might be decreased with increased density of culture and in 
turn caused to decrease compressibility. It was investigated 
that the decreased compressibility of culture with increased 
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cell density could be the primary reason for the increased 
ultrasonic velocity.  

Figure 4 showed that the variation of attenuation 
coefficient at 2 and 10 MHz with increasing cell density 
was followed the linear path, because at low cell 
concentration the attenuation coefficient was only due to 
absorption losses, as the concentration of cells increased in 
the suspension, the scattering losses were initiated due to 
availability of more and more scatters. It was reported that 
the visco-internal and thermal loss mechanisms usually 
dominateat nearly low frequencies, but the intrinsic 
absorption and scattering losses usually dominateat 
relatively higher frequencies. Usually absorption losses 
were directly proportional to square of frequency in liquids 
due to this attenuation was reported more at 10 MHz than 2 
MHz for A.niger. Therefore, in general attenuation 
coefficient at 10 MHz was reported greater than 2 MHz. It 
was observed that the variation of attenuation coefficient 
was more happened at 2 MHz than 10 MHz because 
scattering losses were inversely proportional to cell size of 
A.niger. 

The density and ultrasonic parameters variations as a 
function of sonication time were reported in table 2. It was 
observed that density suddenly fell after few minutes of 
sonication time because cell density in PDB rapidly 
decreased with sonication time (Figure 5). Figure 6 showed 
that the ultrasonic velocity linearly decreased with 
increased sonication time. It was found that the sonication 
time required to bring the ultrasonic velocity to minimum 
value was less at 2 MHz than 10 MHz because the 
cavitation effect was more at 2 MHz than 10 MHz. It was 
investigated that the formation of transient cavitation 
occurred early at 2 MHz than 10 MHz which was held 
responsible for cell disruption. The variation of ultrasonic 
velocity with sonication time was also confirmed linearly 
increased compressibility and free length of suspension 
with sonication time. 

 
It was observed that attenuation coefficients were 

almost linearly decreased with sonication time (Figure 9). 
It was found that with increased sonication time the 
numbers of cells present in PDB were decreased linearly 
(Figure 10). It was reported that the scattering losses were 
decreased with reduced numbers of cells present in PDB 
and hence attenuation coefficient. 
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Figure 2. Graphic representation of density and ultrasonic velocity with 

cell density 
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Figure 3. Graphic presentation of adiabatic compressibility and free 
length as a function of cell density 
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Figure 4. Comparison of attenuation coefficient as function 
of cell density 
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Figure 5. Comparison of density as a function of sonication time 
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Figure 6. Comparison of ultrasonic velocity as a function of sonication 
time 
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Figure 7. Comparison of adiabatic compressibility as a function of 
sonication time 
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Figure 8. Comparison of free length as function of sonication time 
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Figure 9. Comparison of attenuation coefficient as a function of 

sonication time 
 

-1 0 1 2 3 4 5 6 7 8 9

1

2

3

4

5

6

7

L
og

 (
no

.o
f v

a
ib

le
 c

el
ls

/m
l)

Sonication time(t) min

 2MHz
 10MHz

 
Figure 10. Comparison of no. of viable cells as a function of sonication 

time 

 

Table1: The Number of spores per ml, Density, Ultrasonic velocity, Adiabatic compressibility, free length, Attenuation coefficient and Acoustical Impedance 

of Aspergillus Niger at 303K. 

No.of  cells/ml Density (�) 
(gm/cm3) 

Ultrasonic 
Velocity (v) × 

102cm/sec 

Adia.Comp 
(βs) X 10-11 

cm2/dyn 

Free length (Lf) 
X 10-9 cm 

Attenuation Coefficient (α) 
nep/cm 

A. I. (z)×105 
gm/cm2-sec 

2 MHz 10MHz  

101 0.9129 1520 4.741 4.345 0.2125 0.5815 1.387 

102 0.9145 1526 4.695 4.316 0.2200 0.5941 1.395 

103 0.9216 1534 4.611 4.278 0.2431 0.6189 1.413 

104 0.9324 1547 4.481 4.217 0.2815 0.6472 1.442 

105 0.9538 1560 4.308 4.135 0.3524 0.6834 1.487 

106 0.9789 1576 4.113 4.040 0.4013 0.7236 1.542 

107 1.015 1595 3.873 3.921 0.4301 0.7597 1.618 

108 1.137 1612 3.384 3.664 0.4621 0.7723 1.832 
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Table 2: Sonication time, Density, Ultrasonic velocity, Adiabatic compressibility, free length, Attenuation coefficient, Acoustical Impedance and Number of 
viable spores per ml of  A.niger 

 

Sonication 
time (t) min. 

Density 
(gm/cm3) 

Ultrasonic 
Velocity (v) × 

102cm/sec 

Adia.Comp 
(βs) X 10-
11cm2/dyn 

Free length 
(Lf)X 10-9 

cm 

Attenuation 
Coefficientne

p/cm 

A.I.(z)× 105 
gm/cm2-sec 

Number of 
viable 

cells/ml 

0 1.015 1595 3.873 3.926 0.4301/0.7597 1.618 107 

2 MHz 

1 1.015 1590 3.897 3.939 0.4412 1.613 5x106 

2 1.015 1580 3.946 3.963 0.4400 1.603 6x105 

3 1.013 1565 4.03 4.005 0.4302 1.585 104 

4 1.011 1540 4.171 4.075 0.3100 1.556 400 

5 1.011 1530 4.225 4.101 0.2956 1.546 200 

6 1.011 1525 4.253 4.115 0.2898 1.541 40 

10 MHz 

1 1.015 1593 3.882 3.931 0.75 1.616 107 

2 1.014 1587 3.915 3.948 0.7485 1.609 6x106 

3 1.013 1575 3.979 3.981 0.7015 1.595 9x105 

4 1.011 1560 4.064 4.022 0.6615 1.577 8x104 

5 1.011 1555 4.09 4.035 0.605 1.572 1000 

6 1.011 1536 4.192 4.085 0.5341 1.552 300 

7 1.011 1527 4.242 4.109 0.5187 1.543 150 

8 1.011 1522 4.274 4.125 0.5019 1.537 15 

 
 

IV. CONCLUSIONS 

It was concluded that the ultrasonic velocity and 
attenuation coefficient strongly depends on cell size and 
number of cell present in PDB. It was hypothesized that 
scattering losses were occurred more at 2 MHz than 10 
MHz for A.niger. It was learnt that the data of ultrasonic 
parameters could be used to estimate the fungal cell 
density. It was also learnt that the variation of ultrasonic 
parameters with sonication time could be used for image 
production. 
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Abstract— The first census was held in India during 1872. 
Since then, Census in India has been held uninterruptedly for 
every ten years. The 2011 census of India is the 15th Census 
and the 7th after independence. The Census plays a vital role 
in the study of - Demography, ‘Literacy & Education’, 
‘Fertility and Mortality’, ‘Scheduled Castes and Scheduled 
Tribes’, Migration and Economic Activity’, Language and  
Religion.  This paper compares Census 2011 with 2001 
Census in the various fields of study. According to the 2011 
Census data, India has a population of 121 million. It is the 
second highest populous country in the world. In India the 
population is increasing enormously, but child sex ratio and 
sex ratio is at an alarming stage. Inspite of it, one encouraging 
factor is that Literacy rate is continuously increasing from 
the time of Independence.  
 
Index terms— Census Data (2001 and 2011), Demography, 
Literacy, Economic Activity. 

I. INTRODUCTION 

A population Census is the process of collecting, 
compiling and analyzing demographic, cultural, social, and 
economic data relating to all persons in the country. In our 
country census takes place once every ten years. For every 
ten years the Ministry of Home Affairs, Government of 
India will conduct the Census. The Indian Census has a 
strong history behind it. India is one of the country in the 
world, which has a remarkable history of conducting 
Census for every ten years. In the history ‘Rig Veda’ tells 
that during 800-600 BC there was some kind of Population 
count was maintained. In 321 BC, Kautilya’s Arthasastra, 
focused on Census taking as a measure of State policy for 
purpose of taxation.  During the period of Mughal king 
Akbar, they used to collect the data from the villages for 
collecting the taxes. After that a systematic and non 
synchronously population census were conducted between 
1865 and 1872 in different parts of our country.But the 
first synchronously population census were conducted in 
1881.  

 
Why is Census necessary? 

• Demography (the statistical study of human 
population) 

• Economic Activity 
• Literacy & Education 
• Urbanization 
• Fertility & Mortality 
• Language & Religion 
• To make decisions regarding public welfare 
• Monitoring ongoing scheme 
• Plan for future 

 

II. HIGHLIGHTS ON 2011 CENSUS 

The Slogan of the 2011 Census –“Our Census Our 
Future” 

A. Administrative Units  

Mr. C Chandramouli is the Registrar general and 
Commissioner of 2011 Census. Census 2011 has covered 
640 districts, 5767 Sub-districts (Tahsil), 7742 Towns, 
6.41 lakh Villages and 1.2 Billion people in India. In 2011 
census forms were printed in sixteen languages.  The total 
Cost of 2011 Census is Rs.2209 Crores. i.e., Cost per 
person is Rs.18. In 2001 the total Cost of Census was 
Rs.1403 Crores i.e., Cost per person was Rs.14. In 2011 
Census the total cost was increased by 806 Crores, when 
compared to 2001 Census . 

B. Population  

According to Census 2011, the population of India is 
12.10 billion consisting of 6.23 billion males and 5.865 
billion female populations. Comparing to 2001, the total 
population is 10.287 of which 5.323 billion are males  and 
4.965 billion are  females. Interestingly, the total 
population of India is more than the combined population 
of Pakistan, U.S.A., Japan Brazil, Bangladesh and 
Indonesia put together. The population of India has 
increased by more than 1.81 billion during the decade 
2001-2011, Increase among males is 91.15 million and 
Increase among females is 89.95 million during the decade 
2001-2011. In Census 2011, In 2011 census the highest 
population is recorded in Uttar Pradesh with 200 million. It 
was the most  populous State in India. Brazil country 
population is less than the population of Uttar Pradesh.  
Maharashtra and Uttar Pradesh (312 million), is greater 
than the population of USA. 

 

 
Figure 1.Population of India compare with other Countries 



ISSN 2277 – 3916                 CVR Journal of Science and Technology, Volume 8, June 2015 

  CVR College of Engineering   87 

From the Figure 1.we can observe that highest share of 
population is China (19.40%) next is India (17.50%). 
According to the U.N.O (United Nations Organization)  by 
the end of the year 2030 India’s population will crosses the 
China’s population.  

 

     
Figure 2. Population share of different states in India in 2011 census. 

Figure 2. shows the highest population share is Uttar 
Pradesh (16%) and Andhra Pradesh is in the fifth position 
(7%). Here the population of Uttar Pradesh is more than 
the population of Brazil. 

TABLE I 

 SMALLEST AND HIGHEST POPULATION STATES/UTS IN 
INDIA IN CENSUS 2011 

 
BOTTOM 5 STATES AND UTs 

Lakshadweep(UT) 64,429 

Daman & Diu(UT) 2,42,911 
Dadra Haveli(UT) 3,42,853 

Andaman Islands(UT) 3,79,944 
Sikkim(STATE) 6,07,688 

 
 

TOP 5 STATES AND UTs 
Uttar Pradesh (STATE) 199,581,477 

Maharashtra(STATE) 112,372,972 
Bihar(STATE) 103,804,637 

West Bengal(STATE) 91,347,736 
Andhra Pradesh(STATE) 84,665,533 

 
In absolute numbers, out of the total increase of 181 

million in the last decade, the contribution of rural and 
urban areas is equal (91.0 million each). Maharashtra has 
the highest share in urban population with 50.8 million 
(13.5% of the country’s urban population) whereas Uttar 
Pradesh has the largest share in rural population at 155.3 
million (18.6% of the country’s rural population).  For the 

first time since Independence, the increase in population is 
less in rural area that in urban areas. 

D. Population Growth Rate 

The rate of growth in the population in India during the 
year of 2001-11 is 17.7%. In that males growth rate is 
17.19% and female growth rate is 18.12%. Hence during 
2001-11 the male’s growth rate is less than the female 
growth rate. Since Independence (1951-61), the percentage 
decadal growth during 2001-11 has registered the sharpest 
decline in the population. During 2001-11the percentage of 
growth rate has decreased of 3.90 percentage points from 
21.54 to 17.64 percent, but among the 28 States, Bihar 
(25.4%)  has registered highest decadal growth in 
population. The following bar chart represents the 
percentage of growth rate from 1951-2011 in India. 

 
Figure 3. Growth rates from the year 1951-2011. 

From the Figure 3. we can observe from 1951-81 the 
growth rate has been  increasing. After that from 1981-
2011 the growth rate is decreasing but compared to all the 
years, during 2001-11, the percentage of growth rate is 
less. In this period, 14 States/UTs have recorded 
population growth above 20%.  

E. Population(0-6 years) 

In 2011 the population (0-6 years) is 158.7 million 
consisting of males 82.9 million and Females 75.8 million. 
In 2001 Census the child population is 163.8 million 
(Males 85 million and Females 78.8 million). The 
difference in child population during the period 2001-11 is 
-50, 48,108 (Males -20, 56, 132 and Females -29, 91, 976). 
Hence we can say that child population (0-6 years) is 
decreased during 2001-11. Uttar Pradesh (29.7 million), 
Bihar (18.6 million), Maharashtra (12.8 million), Madhya 
Pradesh (10.5 million) and Rajasthan (10.5 million) 
constitute more than 50% children in the age group of 0-6 
years. 

F. Sex Ratio (Number of Females per 1000 Males) 

The sex ratio in the country which was at 940 in 2011 
census. In 2011 census Sex ratio has increased by 7 points 
compare to 2001. This is the highest Sex Ratio recorded 
since 1971 Census and a shade lower than Census 1961. In 
rural areas in India, the sex ratio has increased from 946 to 
949. The increase in urban areas has been of 29 points 
from 900 to 929. In Census 2011, Kerala has recorded the 
highest sex ratio (1084), in Rural (1078) and the 
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corresponding value in Urban population (1091) 
respectively. The lowest sex ratio in rural areas has been 
recorded in Chandigarh (690) and the corresponding value 
in Urban areas has been recorded in Daman & Diu (551). 
Three major States (Jammu Kashmir, Bihar & Gujarat) 
have a decline in Sex Ratio in 2011 Census. In this Census 
the sex ratio in the Rural areas (947) has increased by one 
point when compare to 2001 (946), in Urban areas sex 
ratio (926) is rapidly increased as compared to 2001 (900). 
The important point we should notice is that in Urban areas 
has shown increase of 3.9 million and decline of 8.9 
million children in Rural areas. The following line chart 
represents the sex ratio from 1951-2011. 

 

 
Figure 4. Sex Ratio from the years 1951-2011. 

G. Child Sex Ratio (0-6 years) 

In 2011 Census, child sex ratio (0-6 years) is 914. 
During 2001-11, child sex ratio rapidly decreased from 927 
to 914 (-13 points) in the country. This is the lowest sex 
ratio since the year 1961. In Urban areas, the fall has been 
by 1 point (906 to 905) and in Rural areas, the decline has 
been 11 points (934 to 923) over the last decade 2001-11. 
In Rural areas Delhi (814) has recorded the lowest child 
sex ratio and Chhattisgarh (977) the highest child sex ratio 
during the year of 2011. In Urban areas Haryana (832) has 
recorded the lowest child sex ratio and Pondicherry (975) 
the highest child sex ratio. The following line chart 
represents the trends in child sex ratio from 1951-2011. 

From the Figure 5.we can say that the Child Sex Ratio 
has been decreased from 1951-2011 Census. There will be 
an upward trend in the Child Sex Ratio (0-6) in Mizoram, 
Himachal Pradesh, Punjab, Tamil Nadu, Gujarat and 
Haryana,. In all remaining 27 States/UTs, the Child Sex 
Ratio has declining during the period  2001-11. 
 

 

 
Figure 5. Growth rates from the year 1951-2011. 

H. Effective Literacy Rate (Population aged 7 and above) 

The Effective Literacy Rate has recorded in India in 
Census 2011 is 73.0%. In Urban areas literacy rate is 
84.1%, and in Rural areas, literacy rate is  67.8% . There 
has been a positive increase of 8.2 percentage points (9.1 
percentage points in rural areas and 4.2 percentage points 
in urban areas) during the last decade 2001 -11. In 2011 
the Population (aged 7 and above) is 1051 million (Males 
540.7 million and Female 510.6 million). In 2001 
Population (aged 7 and above) is 864 million (Males 447.2 
million and female 417.6).  Figure 6 shows that the literacy 
rate is increasing gradually since 1951. 
 

 
 

Figure 6. Litearcy rates from the year 1951-2011. 

(i) Male Literacy 

In 2011 Census the male Literacy rate in India is 80.9% 
(Rural areas 77.2% and Urban areas 88.8%). The highest 
male literacy rate in Rural areas has recorded in Kerala 
(95.4%), while the lowest is recorded from Arunachal 
Pradesh (67.4%). In Urban areas, the lowest male literacy 
rate has been recorded in Uttar Pradesh (80.4%) and the 
highest is in Mizoram (98.0%). 

(ii) Female Literacy   

In 2011 Census the female Literacy rate in India is 
64.6% (Rural areas 57.9% and Urban areas 79.1%). The 
highest female literacy rate in Rural areas has recorded in  
Kerala (90.8%), while the lowest has recorded in   
Rajasthan (45.8%). In Urban areas, the lowest female 
literacy rate is returned from Jammu & Kashmir (69.0%) 
and the highest is in Mizoram (97.3%). A significant 
milestone reached in Census 2011 is that a decline of      3, 
11, 96, 847 among illiterates is noted. Ten States and 
Union Territories(U.Ts) Lakshadweep, Puducherry , Delhi, 
Kerala, , Goa,  Tripura, , Daman & Diu, , Chandigarh, 
Mizoram and Andaman & Nicobar Islands have achieved 
literacy rate of above 85 per cent in 2011 Census. The 
important factor (Literacy rate) is continuously increasing 
over the period from 1951 to 2011. In 2011 census has 
recorded the highest literacy rate (73%) from 
Independence. 
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 III. CENSUS 2011 FIGURES AT GLANCE 

TABLE. 2 

 2001 2011  
 

 

 

Villages 6.38 lakh 6.41 lakh 
Towns 5161 7742 
Tehsils 5463 5767 
Districts 593 640 

States & UT 35 35 
people 1.02 

Billion 
1.2 Billion 

 Absolute Percentage 
Total Rural Urban Rural Urban 

 
 
 
Total 
Populati
on 

 
Persons 

 
121.0 

 
 

 
83.3 

 
37.7 

 
68.8 

 
31.1 

Males 62.3 
 

42.7 19.5 68.5 31.3 

Females 58.6 
 

40.5 18.1 69.1 30.8 

 Absolute Percentage 
Total Rural Urban Rural Urban 

Decadal 

change 

2001-

2011 

Persons 18.1 9.04 9.08 12.18 31.8 
Males 9.1 4.6 4.52 12.12 30.06 

Females  
8.9 

 
4.4 

 
4.57 

 
12.25 

 
33.73 

Sex Ratio 940 947 926   

Child Population in 

the age group 0-6 

years 

 

Absolute Percentage 
Total Rural Urban Rural Urban 

 Persons 15.8 11.7 4.1 14.11 10.93 
Males 8.2 6.1 2.1 14.32 11.07 

Females 7.5 5.6 1.95 13.9 10.78 
Child Sex Ratio 914 919 902   

 Absolute Percentage 
Tota

l 
Rural Urban Rural Urban 

Literates 

 

Persons 77.8 49.3 28.5 68.91 84.98 
Males 44.4 28.8 15.6 78.57 89.67 

Females 33.4 20.4 12.9 58.75 79.92 

IV.CONCLUSIONS 

According to the census 2011 data  
• India’s population is 1.21 billion. In the 2011 census 

the country has added 181 million new people. The 
good news is that 17.64%, the rate of growth during 
2001-11 represents the sharpest decline since 
Independence. 

• Encouraging news is that literacy rate in India is 
increasing continuously from the time of Independence. 
A significant milestone reached in Census 2011 is that 
a decline of 3,11,96,847 among illiterates is noted. And 
also female literacy rate is also improved over the 
decade. The following are schemes of Indian 
government for improvement of Literacy rate in India. 

1. Operation Black Board Scheme 
2. Sarva Shiksha  Abhiyan 

3. Computer Literacy and study schemes in 
Schools. 

• The biggest shock in this 2011census is the decline in 
the child sex ratio at 914 girls for every 1000 boys. 
The reasons behind these trends are: 
1. Son preference trend  
2. Sex selection practices 
3. Causes of childhood deaths 
4. Rising costs of dowry. 

• Another encouraging factor is Sex Ratio. In 2011 
census the sex ratio in the rural is (947) is increased 
one point compare to 2001 (946), but in Urban areas 
in 2011 sex ratio (926) is rapidly increased as 
compared to 2001 (900). When we compare rural and 
urban areas in 2011, in the urban areas sex ratio is less 
than rural areas. The reasons behind this trends: 

 
1. Medical facility (In urban areas sex selection 

abortions are high) 
2. Son preference and daughter discrimination 
3. Infanticide (Intentionally killing of children under 

age of 12 months) 
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APPENDIX 

The ratios in this paper are computed using the following 
formulae: 

 
1) Population  Percentage = 

 
 

2) Growth Rate = ((Current year population-Previous year 
population) ×100) ÷ (Previous year population). 

 

3) Sex Ratio =  

 
4) Child Sex Ratio  in age group 0-6 year =  

  
{((Total Number of female children in age group 0-6 years)) 
× 1000) ÷ (Total Number of male children in age group 0-6 
years)} 
 

5) Effective Literacy rate of population is defined as the 
percentage of literate persons whose age is 7 and above and  
who can both write and as well as read  in any language has 
been consider as literate to the total population aged 7 and 
above. 
Effective Literacy Rate =  
((Total Number of Literate people whose age is 7 and above) 
× 100) ÷ (Total Population of age group 7 and above)) 
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Abstract--The paper provides an interpretation of work 
already done in the area of innovation by defining the four 
dimensions of innovation and their importance. The need for 
innovation and the kinds of innovation is discussed. The way 
the culture of innovations can be fostered and the importance 
of innovation in contemporary life is brought out clearly 
towards the end of the article 
 
Index terms-- Dimensions of innovation, conceptual fluidity, 
conceptual flexibility, complexity orientation, Fostering 
culture of innovation, contemporary life and innovation. 

I. INTRODUCTION 

Innovation is a word which strikes a pleasant and 
familiar chord in every one of us. For that matter, who 
does not like to be known as innovative person? All of us 
cherish this word and would willingly do our best to have 
this wonderful and even enviable quality of human being, 
becoming part of our persona. Indeed, innovation is 
essential for society to remain vibrant and sustain.  Be it in 
the realm of individual life or even for a community and 
society, constant innovation is the life breadth. Without 
innovation, the society would be condemned to remain 
stagnant and cannot ever progress.  Even when a country is 
not endowed with natural resources, it can quite simply, 
more than overcome this handicap, with collective 
innovative mind of its human resources and become an 
economic superpower, as has been amply proved by the 
example of Japan-- which rose like Phoenix from ashes 
after being completely defeated and humiliated at the end 
of Second World War.  To an extent, so also was the case 
of Germany. Even when all the fortunes desert a nation 
leaving it in shambles, it has been proven that one can 
rebuild afresh everything quickly, if and only if, nation’s 
people are resilient, resourceful and more than anything 
else innovative!      

What is innovation? How is it different from invention? 
Innovation is basically a process of looking for constant 
improvement in any thing we do. It is a quality of mind 
which looks for areas where one can better others; or if one 
is already the best in the sphere, the desire to better oneself 
even further. Invention on the other hand implies—
discovery-- usually of a product or process for the first 
time. Needless to say that Invention is just an end by itself, 
whereas innovation is the means of achieving this 
particular end. Not all innovations need to result in 
invention. For the outcome of inventions tend to be 
discrete rather than continuous to an observer making the 
gap between one invention and the other too far and 

infrequent. However, innovation is essentially a state of 
mind and is the basic character of human being to improve 
upon something existing. Innovation is more of journey 
than arriving at a particular destination. And, as such, 
innovation as a quality is more enduring and beneficial to 
human kind than any other entity.   

II. DIMENSIONS OF INNOVATION 

Innovation, thus, is a state of mind which draws heavily 
from the fount of creativity. Innovation is founded on 
creativity and creativity implies thinking our-of- box. 
Creativity has four clear components or ingredients 
according to Rastogi R.N. (1996).  They are conceptual 
fluency, conceptual flexibility, originality and complexity 
orientation. Rather than viewing them as components 
which together constitute the ‘creativity’, these can be 
viewed more appropriately, as the basic dimensions 
defining creativity. Though, it may be difficult to come up 
with exact measures of each of these dimensions and test 
the relevance of these dimensions empirically using proven 
statistical techniques, it can be logically argued that each 
of the four dimensions described above are by and large, 
mutually independent, and are vital for creativity. And 
creativity encompasses these basic elements, and is 
significant only when each of the elements is present in 
adequate measures. This point would indeed be clear, 
when one explores, what these four terms imply, and 
exactly what they mean in the context of creativity. 

III. CONCEPTUAL FLUENCY 

Conceptual fluency refers to the level of mastery over 
the subject of an individual. The extent of knowledge must 
be to such a level, enabling the person to grasp fully all the 
aspects of the subject comprehensively and explain it to 
others neatly in clear terms in such a way that others feel 
fully satisfied, and for all practical purposes, consider the 
person as immediate and convenient source of knowledge 
on the subject.     It is indeed quite simple to understand its 
importance as a dimension of creativity, as one cannot be 
innovative or creative without a strong streak of basic 
knowledge in the field where one intends to contribute. 
The creativity requires application of specific knowledge 
and the knowledge should be forthcoming unhindered and 
freely. For this, one needs to acquire a strong foundation of 
knowledge either theoritical or experiential on very firm 
footing.    The stronger the foundation, better are the 
chances of creative ideas to emerge.  If we examine the 
genesis of all earlier innovative endeavors, it would be 
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apparent that the new innovation is mostly a continuum of   
all the earlier innovation. Even where it is, sort of 
breakthrough, and clear break from the past, on closer 
examination, it would be seen that the present innovation 
would have made use of some or other element of the 
earlier work on this domain.  If one cannot leverage the 
existing knowledge for future advancement, it is clear that 
very little new knowledge can be added ab initio or a fresh 
one without any link to the available fund of knowledge. 
The ability to move cognitively along one’s sphere of 
chosen area effortlessly and freely is thus termed as 
conceptual fluency. Conceptual fluency is thus the basic 
and essential dimension of creativity. If one has difficulty 
in navigating or freely traversing in one’s own chosen area 
of specialty, it is clear that very little creativity can forth 
come from the individual concerned. The conceptual 
fluency therefore, should logically enable a person to 
generate large number of solution for a given problem 
based on one’s expertise in the field. In the chosen area of 
knowledge, the conceptual fluency would eventually 
enable the mind to become very fertile due to complete 
internalization of the concepts already imbibed, and seeds 
of ideas  get   germinated and sprouted, no sooner the 
problem is encountered.  

IV. CONCEPTUAL FLEXIBILITY 

Conceptual flexibility refers to the cognitive ability of 
the person to move seamlessly from one perspective to 
another or from one frame of reference to another.  If a 
person has fairly good understanding and grasp of different 
spheres of knowledge the process would seem quite 
natural. The ability to cut loose from rigid boundary of one 
domain of knowledge and move to a different domain can 
be indeed a very valuable quality of a person, enabling him 
to synthesize something totally different and new. It is 
apparent that analogies abound this world as one can 
discern patterns in nature.  And patterns do have 
similarities. It is always fascinating to learn that a gear- 
train in the domain of mechanical engineering is no 
different from transformers of electrical technology, a 
mechanical spring is analogous to inductor of electrical 
engineering and a flywheel is mechanical equivalent of 
capacitor. The analogy is not just confined to components; 
it extends to sub-systems and even system too. Most of the 
branches of social sciences extensively draw analogy from 
physical sciences to buttress their points. For the world is 
full of symmetry and pattern; and yet each one of us is 
singularly different to the extent of being unique! The 
conceptual flexibility, therefore, is a quality which enables 
one to liberally go for transfusion of ideas from one sphere 
of knowledge to another with singular purpose and yet 
respect the uniqueness of each sphere of knowledge. 
Without the development and use of analogies, and 
analogical tools from the ‘foreign’ or external disciplines, 
one cannot hope to develop   one’s own field of interest. 
The insight acquired through analogies is often spectacular 
and quite deep.  The phenomenon of conceptual flexibility 
is akin to an individual  moving freely   and effortlessly 
across the international borders, fully respecting the 
sovereignty and sanctity of the international borders of the   

nations of the world. Conceptual flexibility is thus a 
quality, enabling a person to see a problem from many 
different angles or perspectives and then arriving an 
integrated picture with all its subtle nuances . In this 
context, it is worth recalling the saying of Oliver Williams. 
According to him, ‘Many ideas grow better through 
symbiosis or   process of transplantation from one mind 
into another mind, than leaving it to nurture just in the 
place where they sprang up’.  

V. ORIGINALITY 

According to the definition by Rastogi R.N. (1996), 
originality is the basic acumen of human being to produce, 
unusual, unconventional, novel, atypical and audacious 
answers to questions, least expected responses to problems, 
and unique unorthodox refreshing interpretation of issues, 
situations and events. Originality entails a person to avoid 
following the beaten track and always blaze a completely 
new trail. Even if the path is completely un-trodden, 
unpaved and difficult to negotiate and traverse, the quality 
of originality would entail one to choose a path less 
walked. A serendipitous mind is the most significant aspect 
of the person who is always original. The person with 
characteristics of originality would often discount the 
common approach followed by most of   us as just one of 
the many possible approaches to the problem and never 
consider it as the best solution. While original thinking is 
to a great extent, is an innate quality of a person, with 
constant training and effort, it is always possible that one 
can develop this distinct quality with considerable effort 
and perseverance.   

VI. COMPLEXITY ORIENTATION 

Going by the definition of Rastogi R.N.(1996), 
complexity orientation is  the distinct characteristic of the 
person to confront, challenge and find meaning , in 
complex and ambiguous situations, and to enjoy the very 
act of   analyzing, integrating, clarifying and resolving  
them. As a matter of fact, this is one of the essential 
attributes of any leader. A leader is one who can find 
simple solution for complex problems. Order out of chaos 
or reducing complexity to comprehensible simple things   
is indeed the way one would prefer things than letting 
simple thing go complex or letting orderly things 
eventually move into chaos.  According to Machiavelli,  
the opportunities offered by a good crisis are enormous  
and very valuable, and one should  never let go the 
opportunity thrown up.  The leader recognizes the fact that 
the higher the complexity of the situation, more pressing is 
the need for immediate and qualitative solution with the 
possibility of a solution  stretching  the human potential to 
its limit. On the other hand, a simple situation with a 
simple problem can be routinely solved and it cannot be 
exciting to people who look for creative adventures.  
Complexity orientation is to a great extent contingent to 
the level of one’s intellectual advancement and growth in 
emotional maturity. Whereas, the lesser beings or mortals 
are comfortable with simple situations, and would prefer to 
countenance simple problems, and are never at ease with 
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situations making them leave their comfort zones, and 
often balk at complex situations, a person of complexity 
orientation would exactly love the opposite situation. But 
for this category of people, who constantly look for 
challenges and complexities in life, the society and social 
structure would be stagnant and there would not have been 
improvement and progress at all.       

VII. NEED FOR INNOVATION 

The need for innovation arises from the fact that most of 
the human beings, i.e. even those working in business 
organizations which are well structured and societal 
organization which may not be so well structured, are 
overwhelmed by activities which are purely transactional 
in nature, and often they do not realize this fact. The 
everyday routine transactional works are so pressing and 
so large in volume, so much so, that an average individual 
thinks and sincerely believes that-- that  is real work-- 
whole of work and nothing but this type of slogging work 
is that enables organization sustain and even progress. The 
truth cannot be farther from this notion. There could be 
occasions when one faces some kind of challenges initially 
in work, and this may be often, purely transactional in 
nature, meaning thereby a job requiring a bit of tweaking 
of the existing arrangement. And the employee gets over 
this challenging situation mostly by following the 
suggestions and the advice of one’s peers. On a relatively 
fewer occasions, when an employee comes up with an 
innovative solution for the problems, for a while, the 
employee thinks that it is unusual response and 
momentarily lauds himself. Thereafter, the employee tends 
to rest on his laurel rather than continue with the quest for 
innovation for its own sake. In a situation where the 
external factors are quite stable and conducive, the 
employees, for most part of their life, can continue with 
this state of existence and lead a contented life.  Only when 
the problems are to be solved from the perspective of 
fundamental change, arising out of complex dynamics 
coming into play, or disturbance or even disruptions in 
external conditions, there is a need for total transformation 
of the process, large scope for innovation suddenly appears 
on the horizon. With the boundaries of knowledge and 
technology are ever widening and expanding, even to 
remain in the same place in the competitive world one 
needs to innovate. The world does not change due to 
people who ordinarily comply without questioning, and 
prefer to go by precedence without thinking originally.  
When a person refuses to go by the beaten track and 
questions the existing procedures critically, people around 
him sit up and take notice of the person and are forced to 
examine the situations. And these are the situations that 
can cause transformational changes and, only 
transformational attitude can be the driving force for 
innovative thinking and progress. If the need for 
innovation is indeed an undisputed and unvarnished truth, 
the act of innovation is fully dependent on transformational 
thinking and action. Invariably the transformational 
thinking would imply, pushing the outer envelope of one’s 
endeavor or domain of activity, farther and farther. And 
without innovation, one is doomed to stagnate, and 

ultimately would be wiped out entirely from the scene. 
And hence for progress and moving ahead, whether from 
the perspective of society or business, innovation is an 
imperative and a desideratum.  

VIII. KINDS OF INNOVATION 

Based on the value addition, Elaine Dundon (2007) 
famously categorized innovations into three types, namely, 
efficiency innovation, evolutionary innovation and 
revolutionary innovation.  It must be noted that the 
division of innovation into three groups can never be 
presumed to be watertight and compact. Rather, it can only 
be said that the categorization based on value addition of 
innovation is a kind of continuum on the innovation value 
addition scale.  Those innovations contributing in a 
significant way to the present state of the art technology is 
rightly termed as revolutionary --as it is a kind of drastic 
departure from the present line of thinking— which 
disturbs and even dislocates the existing state of affairs. 
Evolutionary innovation, on the other hand, is a process of 
building and leveraging on the present, without breaking 
away completely from the past. In a way, it is an approach 
of incremental work on evolutionary basis and  the whole 
process is aimed at  contributing  moderate amount of 
value addition. Efficiency revolution on the other is purely 
incremental in nature and is aimed at cutting cost, 
improving efficiency, improving quality and providing a 
better appeal to customers and so on. As the effort is to 
achieve better efficiency and get more mileage from the 
existing situation, the whole approach is one of working 
around the present technology.  It is therefore obvious that, 
both efficiency and evolutionary innovation operate, by 
and large, within the existing frame work of innovation 
without total break or complete rupture from the existing 
state and appears to be a kind of seamless progress along a 
continuous line. An entrepreneur,   therefore, ideally would 
be required to straddle all the three types of innovation, 
moving from one mode to another seamlessly with ease 
according to the need and exigency of the situation. This 
particular attribute would help a great deal the entrepreneur 
in carrying out his plan of growth in the short, medium and 
long time horizons and take the venture too far.  

IX. FOSTERING CULTURE OF INNOVATION 

In view of the significance and importance of 
innovation, at all levels of entrepreneurship, business, 
society and government, it is necessary to assiduously  and 
carefully cultivate, nurture and develop innovation both as 
a trait, credo and way of life. It must be remembered that 
innovation is not just an inborn quality but can also be 
nurtured and developed through systematic training by 
following established and proven techniques. There has 
been considerable work in this area by Edward De 
Bono(1993). While the exact techniques can be gleaned or 
studies from the literature, the underlying feature of all 
these techniques rests on the fact that one need to employ 
the full potential of divergent thinking-- apart from the 
conventional convergent thinking. The convergent thinking 
has always been the focus of development at the 



ISSN 2277 – 3916                 CVR Journal of Science and Technology, Volume 8, June 2015 

  CVR College of Engineering   93 

childhood, schooling, secondary and tertiary education 
under the present system in majority of the cases. The 
process of convergent thinking revolves around clearly 
identifiable steps of problem identification and subsequent 
definition, diagnosis of the situation and the problem, and   
systematic analysis followed by prognosis, and synthesis 
providing solution to the problem. On the other hand, 
divergent thinking generally follows the process of  
identification of the problem on a tentative basis, searching 
solution starting with most familiar and then moving to 
complex ones, shifting one’s perspective and frame work 
quite widely, all the time.  To put it simply while 
convergent thinking is movement along closing spiral, the 
divergent thinking is movement along ever widening 
spiral. The search for solution is accomplished through a 
process of divergent movement along the locus of 
expanding concentric circles, moving from the simple 
obvious looking solution at the centre to more non 
apparent, novel and innovative solutions at the periphery. 
In the process, one might use analogies from other realms 
of study or knowledge. Indeed the ability to bring into play 
large number of diversity or variety or perspectives, in 
terms of ideas, imagination and creative outcome can be of 
great use. The right hemisphere of the human brain is 
associated or credited with intuitive, imaginative and 
creative thinking process and traditionally, in our quest for 
imparting reasoning, logical thinking-- which are all part of 
convergent thinking,-- not much attention is paid to the 
development of imagination and creative endeavor in 
childhood. It is therefore imperative, that one concentrates 
on development of this aspect right from the childhood by 
engaging in stimulating creative activities like singing, 
painting and story telling, even as one concentrates on 
inductive and deductive logical thinking aspects of one’s 
development. The ability to entertain and examine all ideas 
without necessarily accepting them is one of the important 
requirements for divergent thinking. As Mahatma Gandhi 
said, “I do not want my house to be walked in on all sides 
and my windows to be stuffed. I want the cultures of all 
lands to be blown about my house as freely as possible. 
But I refuse to be blown off my feet by any.” 

X. THE IMPORTANCE OF INNOVATION FOR 
CONTEMPORARY LIFE 

The astonishing progress of mankind in this world has 
been mainly due to ability of the human being to think and 
innovate constantly. The locus and trajectory of the path of 
progress is solely determined by the quantum and quality 
of springs of innovative-thinking in a society, organization 
or establishment. We have witnessed societies and 
organizations prospering when the emphasis and stress is 
on promotion of innovative thinking and innovation at 
every level. On the other hand, we have equally large  
number of examples, of organizations and  societies 
languishing,  remaining undeveloped or even   decaying 
when they stopped innovating. The process of innovation 
is not necessarily confined to technology, arts, sports, 
literature, science, etc.  and covers every aspect of human 
endeavor. Indeed the boundaries of innovation are never 
fixed and keep expanding with time. Innovation is ever 

welcome and is essential in every sphere of the individual 
growth namely, physical, sensory, emotional, mental, 
intellectual and ultimately even in spiritual. Innovation in 
every sphere, therefore, is the process of human being 
seeking and attaining a higher level of consciousness than 
hitherto achieved and this process is never complete. For 
the true measure of human potential is still unknown, or at 
best known very little and every innovation is thus a step 
towards knowing our own true self and its depth.  

While the importance of creativity and innovation in the 
field of technology and business seems very obvious and is 
readily accepted as the key determinant for success at 
individual and organizational level, what is not so obvious 
is, the significance and importance of innovation in every 
walk of life or avocation and its all pervasive and 
ubiquitous nature. Innovation, thus, should become an 
ingrained character of an individual. The life would then 
become a matter of series of interesting challenges to be 
overcome with interest and passion by the individual. The 
joy and fulfillment in identifying and confronting  a 
problem and solving to the satisfaction of everyone,  is 
indeed a true inner joy, which only human being with 
higher level of consciousness can indulge in and 
appreciate.  Thus, , being totally absorbed and indulging in 
exercises in creativity and innovation for its own sake, is 
rewarding to human kind. For innovation implies constant 
learning and, without learning society stagnates and 
putrefies. As John Naisbitt has remarked, “In a world that 
is constantly changing, there is no one subject or set of 
subjects that will serve you for the foreseeable future, let 
alone for the rest of your life. The most important skill to 
acquire now is learning how to learn.” And that indeed is 
the key to inculcate innovative spirit in individual, 
organization and society. 

XI. CONCLUSIONS 

Technology is the cutting edge of growth and progress 
of society. The advancement of society to a large extent, 
hinges on the ability of the society to leverage its 
technology and intellectual capital. If one looks at the pace 
at which technology is growing, it is, at once, evident that 
the innovation is the engine which propels continuously 
the advancement of technology along its high speed 
trajectory. A teacher who does not grasp the significance 
of innovation in technological advancement and its role in 
engineering education is obviously at a great disadvantage. 
Just as technology calls for constant innovation, the 
teaching of technology or engineering education calls for 
sustained and constant innovation. Indeed viewed from this 
angle, the innovation in engineering education is more 
challenging than innovation in technology.  What else can 
be a better place to learn innovating in engineering, other 
than the engineering college where the student cuts his 
teeth and to which students come with great hope? The 
culture of innovation should therefore rightly start at 
colleges with engineering education taking the lead and 
one need to pay greater attention to this important aspect. 
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